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Abstract: The task of searching for defects on defectograms of ultrasonic inspection of rails using machine learning 
methods is considered difficult due to the lack of a sufficient representative training data set. In this study, on the 
example of defects in bolt holes of rails, the possibility of synthesizing an effective classifier trained on artificial data 
obtained by mathematical modeling is shown. Experiments have shown a high accuracy of predicting samples of real (not 
model) data exceeding 99%.

Keywords: non-destructive ultrasonic inspection of rails, flaw detection, artificial data set, deep learning, neural 
networks, automatic defectogram analysis

1. Introduction
To ensure traffic safety in railway transport, non-destructive inspection of rails is regularly carried out using 

various approaches and methods. One of the main approaches to determining the operational state of railway rails is 
ultrasonic non-destructive testing [1]. Assessment of the testing results depends on the flaw inspector, which leads to the 
risk of missing out on defects and the possibility of accidents in railway transport. The need to increase the efficiency 
of the process of analyzing ultrasonic inspection data and its independence from the action of subjective factors of the 
flaw inspector makes the task of creating an automated system relevant. One of the actively developing approaches to 
pattern recognition of ultrasonic testing defects is the use of artificial neural networks. However, the main reason for 
the unsatisfactory accuracy of their recognition is the impossibility of high-quality training of neural networks in the 
absence of a representative training set of data that cannot be obtained by traditional methods.

The purpose of this work is to show the necessity, possibility, and effectiveness of applying the results of 
mathematical modeling for creating a training set of neural network data for searching for rail defects in their ultrasonic 
diagnostics.

2. Subject area analysis
When a flaw detector equipped with piezoelectric transducers (PZT) travels along a railway track, ultrasonic pulses 
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are emitted into the rail within a specified period. At the same time, receiving the PZT register reflected waves. The 
detection of defects by the ultrasonic method is based on the principle of reflecting waves from metal inhomogeneities, 
since cracks, including other inhomogeneities, differ in their acoustic resistance from the rest of the metal [1-2].

During ultrasonic scanning of rails, their structural elements and defects have acoustic responses, which are 
displayed on the defectogram in the form of characteristic graphic images (scans). Figure 1 shows an example of a 
defectogram in the form of a B-scan («Bright-scan») of a rail section with a bolted connection.
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Figure 1. Example of the defectogram section of the bolt joint of the rail obtained by scanning with Avicon-11 ultrasonic equipment

2.1 Decoding of defectograms

The main purpose of the analysis (decoding) of the defectogram is to reliably find and highlight the graphic images 
of defects against the background of possible interference and images of structural elements. For the visual search for 
defects on the B-scan and A-scan, the cognitive functions of the involved experts-flaw detector operators are used.

Currently, the problem of searching for and recognizing defects is entirely assigned to the flaw detector operator [1, 
3-6]. As a result of this, the human factor influences the quality and speed of the defectogram analysis. The small size 
of graphical images of defects, against the background of a significant length of the entire defectogram, measured in 
tens of kilometers of the railway track, significantly increases the psycho-emotional load on the flaw detector operator 
and increases the likelihood of missing defects [1, 3, 7-10], which increases the risk of accidents in railway transport. 
Therefore, an important direction is the creation of automatic defect recognition and expert systems.
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2.2 Problems of creating automated decryption systems

The used flaw detector measuring systems have lumped parameters, they register, process, and save the received 
data, while the three-dimensional picture of the propagation of ultrasonic waves is reduced to a two-dimensional 
picture of the graphic image. This leads to a reduction in information about the object of study. Therefore, the efforts 
of manufacturers of flaw detection equipment are associated with the constant search for system parameters, sounding 
schemes, settings, and their combinations and are aimed at obtaining and storing the most important information about 
the object of study in terms of detecting defects. This approach changes the graphical appearance of defectograms and 
leads to the need to accumulate empirical knowledge on their analysis (decoding) for each type of flaw detector.

The methods of automatic decryption of data used in commercial software products often use the amplitude 
criterion, applying the principles of statistics to data analysis. However, many years of experience in using this approach 
did not solve the problem of automating the decoding of defectograms [1, 3, 9, 11-12].

With the development in the field of machine learning and its successful application in terms of simulating human 
cognitive functions for pattern recognition, companies, engineers, and researchers have focused their efforts on the 
application of artificial neural network algorithms to the problems of finding defects in the ultrasonic inspection of rails. 
[4-5, 9, 13-17]. In these studies, there are some successful attempts to create such systems, but the forecast accuracy 
of the created networks is not sufficient for their practical use, which is confirmed by the lack of commercial software 
products in the ultrasonic inspection market. The analysis and conclusions formulated in the work of most researchers 
[5-9, 12, 15-20] showed that the main reason for the low efficiency of neural networks is the insufficient amount of 
training data set.

2.2.1 Dataset creation problem

Despite the application of the general principle of ultrasonic testing of rails, manufacturers of flaw detection 
equipment compete with each other by using various:

-design features of the input and registration of pulses,
-sound schemes,
-data pre-processing methods,
-ways of filtering and presenting signals on defectograms.
Differences in the obtained control data and the competition of equipment manufacturers do not allow the creation 

of a common and open data set (Dataset) for training neural networks, which would most likely allow overcoming the 
barrier to using modern pattern recognition algorithms that exist in the field of flaw detection. The task of creating a 
training set of data for one or more of the same type of flaw detectors of one manufacturer is hindered by:

-rare detection of each class of defects on railway tracks during their routine diagnostics (approximately 1 defect 
per 100 km of track [10]),

-large variations in the graphic image of defects within the same class.
At the same time, the accumulated data set does not contain the same number of samples of each class of defects, 

that is, it is characterized by its imbalance, since most of it is made up of frequently occurring images of structural 
elements with no defects. This imbalance of the data set when using deep learning algorithms as a leading approach in 
the field of pattern recognition leads to a decrease in the forecast accuracy of synthesized neural networks for classes 
with defects [14, 16, 20]. Increasing the data set using field experiments with artificially created physical models of 
defects in rails is notable for its laboriousness and high cost. In the practice of flaw detection, such sections of the rail 
track are called test sections and serve to adjust flaw detectors and compare their performance.

The use of pre-trained neural network techniques and data extension (augmentation), considered during the work 
[16], showed their low efficiency. 

One of the possible ways to solve this problem is to create an artificial data set based on mathematical modeling of 
the process of ultrasonic inspection of rails. 
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3. Methodology for solving the problem
3.1 Application of mathematical modeling

The possibility of using the results of mathematical modeling of the propagation of ultrasonic waves for creating 
an automated system for decoding defectograms is mentioned in the work [21], where the software is based on a 
deterministic mathematical model developed on the basis of existing theoretical knowledge in the field of ultrasonic 
location. In the work [21], it is proposed to use simulation results to assess the technical potential efficiency of sounding 
schemes, to assess the detection of defects of various sizes, to calculate echo signals and trajectories of ultrasonic waves, 
to develop new methods and means of monitoring, to compare analysis and to optimize sounding schemes.

Simplifications in the given model and its determinism do not allow to reflect on the results of its modeling the 
stochasticity of the measurement process during non-destructive inspection of rails associated with random:

-fluctuations in the degree of acoustic contact between the transducer and the rail surface,
-changes in geometric dimensions of the investigated rails along their length,
-deviations of input angles and other PZT parameters from the set ones,
-changes in the alignment of the PZT,
-changes in the acoustic properties of the metal of rails of different manufacturers and years of production, forms 

of defects,
-deviations of structural reflector shapes,
-fluctuations of reflecting properties of rail surfaces and defects,
-values of parameters of the measuring system setting,
-the noise of measuring equipment,
-conditions for the input of ultrasonic vibrations into the rail.
These reasons do not allow the proposed model to obtain an artificially created data set, which should reflect the 

variety of possible combinations of the listed factors for effective training of the neural network [8-9, 13-17, 22].

3.2 Application of phenomenological models

To achieve the goal of creating a generalized data set, the models used should reflect the variability in the process 
of diagnostic examination of rails, the structure and geometry of the object of study with the possibility of a quick and 
simple mechanism for setting their parameters. Therefore, this paper proposes to consider the use of phenomenological 
models with individual probability of change in each parameter (hereinafter referred to as models). It is assumed that the 
relative simplicity of their task for stochastic modeling will provide a representative set of data.
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Figure 2. Example of star crack of bolt hole

To test the proposed approach, a model was created describing the process of reflecting and recording ultrasonic 
waves from structural reflectors of rails in the form of bolt holes and their radial cracks. This defect is referred to in the 
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literature as «Star Crack» and is detected by a flaw detector channel with a preferred central angle of ultrasound input in 
the range of 38°-45° [2-3]. In most cases, radial cracks develop in the bolt holes and run along the rail neck at an angle 
of 45° to the longitudinal axis of the rail (Figure 2). The orientation of fatigue cracks in the neck is determined by the 
variety of combinations of deviations in the sizes of pads and rails from the nominal value [3]. Despite the systematic 
introduction of a seamless track on the railway network, the diagnosis of bolt holes is an important task [3].

The constructed model is focused on data synthesis for one of the flaw detectors available on the market. The 
appearance of the model defectogram for channels +/-40° is shown in Figure 3.
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Figure 3. Model defectogram of a rail section with bolt holes

4. Building a neural network and evaluating its effectiveness
4.1 Construction of information features

The considered principles for obtaining defectograms and their interpretation allow us to propose the following 
data for analysis by a neural network, containing information signs of defects: 

-A-scan data for each coordinate,
-B-scan data of a given size along the length of the rail,
-selected B-scan areas with images of individual bolt holes.
The use of A-scan to build a neural network was considered in paper [17]. However, its use in the search for radial 

cracks is a complex multi-connected task and is not considered in this work.
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The most promising may be the construction of a neural network trained to determine the defect directly on the 
B-scan, which is also natural for a decryption expert. Training a neural network and its subsequent work involves the 
use of small size of each data instance compared to the size of the entire defectogram. Therefore, for its full analysis, 
it is necessary to sequentially select fragments with a sliding window (Figure 4) and submit them to the input of the 
neural network, obtaining at the output a corresponding forecast of the presence of a defect in each selected frame. This 
approach is complicated by:

-selection of the effective size of the sliding window along the length of the rail, which affects the size and 
performance of the neural network,

-loss of information signs of defects in cases of the presence of a sliding window boundary on the signal from the 
bolt hole (Figure 4), 

-selection of the displacement value of the sliding window along the length of the rail.
The task of bolt-hole crack recognition can be solved most simply by using an approach based on the selection of 

small B-scan areas with images of individual bolt-holes (Figure 5a). At the same time, information features of both the 
bolt holes themselves and their defects are concentrated in a selected small frame (Frame), which significantly reduces 
the size of the neural network and improves its performance. It is this approach in constructing information features 
of data instances that was chosen in this paper. In the practical use of a neural network, the location of each analyzed 
frame along the length of the rail is determined on the defectogram by the amplitude criterion. Figure 5b shows a spline 
interpolation of the time series, each point of which is defined as the sum of the amplitudes of the A-scan time series at 
each coordinate of the B-scan defectogram. The threshold values of the obtained time series were used to estimate the 
coordinates of the bolt hole along the length of the rail (Figure 5c).

Bolt Hole 
Frame

(a)

(b)

(c)

Amplitude threshold

1

W

L

2 3 4

 +40
 -40

D
ep

th
 (m

m
)

A
m

pl
itu

de
Pr

es
en

ce
 si

gn
al

150

100

50

0

150

100

50

0

125

75

25

0

1

Coordinate (m)
2137,00 2137,10 2137,20 2137,30 2137,40 2137,50 2137,602137,05 2137,15 2137,25 2137,35 2137,45 2137,55 2137,65 2137,70

Figure 5. Selection of B-scan frames for individual bolt holes

The coordinate of the beginning of the frame along the depth of the rail is fixed since the bolt holes are located in 
the area of the rail neck with a small spread. The width W and the length L of each of the frames are the same (Figure 
5a) and are selected on the basis of the maximum possible dimensions of the signaling of the bolt holes and their 
defects.
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4.2 Classification of bolt-hole defects

Table 1. Examples of graphic images of bolt holes on B-scan (model data)

Class/Image Example 1 Example 2 Example 3 Example 4

0

0

                       

00 

1

1

                       

00 

2

2

                       

00 

3

3

                       

00 

4

4

                       

00 

5

5

                       

00 

6

6

                       

00 



Artificial Intelligence Evolution 62 | Aleksei Kaliuzhnyi

Based on information about the characteristic location of radial cracks in bolt holes, a classification of 7 classes was 
introduced, each of which was assigned a symbolic graphic designation (Table 1). In the practice of binary classification, 
it is generally accepted to assign class «1» to rarer outcomes or a state of interest, and class «0» to a common state. With 
regard to the detection of defects, we define the common and often encountered in practice defect-free state-class «0», 
and defective states «1»-«6». Despite the fact that during the operation of the railway track, the presence or absence of a 
defect (binary classification) is of decisive importance, we will consider the possibilities of the classification algorithm 
and quantify which types of defects are more likely to be ly classified as defect-free, which is a dangerous case in the 
diagnosis of rails.

Each defect class is displayed on the defectogram in the form of a characteristic graphic image, which is 
distinguishable for experts in the process of data decoding. Different forms of a crack, its location, and the reflective 
properties of the surface lead to changing graphical images, examples of which are presented in Table 1.

Each highlighted graphic frame is a matrix for the +40° and -40° ultrasound input channels, where each number 
is a signal amplitude value, and the indices of each array element represent the location along the length and depth 
of the rail. In this paper, the problem of searching for defects in a selected frame is reduced to the problem of pattern 
recognition. To do this, each fragment is converted into a graphic image of 60 × 75 pixels in grayscale with the loss of 
information belonging to the ultrasound input channel (Figure 6).
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Figure 6. Examples of graphic images of the accepted classes of bolt holes

4.3 Formation of data sets

A balanced dataset containing 280,000 samples for seven classes of images of bolt holes with Star Crack defects 
was used as a data set (Table 1). This set was obtained on the basis of mathematical modeling of the developed 
phenomenological models describing the process of reflection and registration of ultrasonic waves from constructive rail 
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reflectors in the form of bolt holes and their radial cracks.
The data were divided into three parts. The first part is the training data set, which contains 200,000 samples (70% 

of the total) and is used directly for training the network. The second part refers to the validation data, which contains 
40,000 samples (15%) and is used to evaluate the accuracy and overfitting (over-optimization) of the network model 
at each training epoch. The third part refers to the test data, contains 40,000 samples (15%), and is used to assess the 
quality of the prediction of the resulting model.
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Figure 7. Application of symmetry (a) and displacement (b) of images to increase the data set

To assess the possibility of using a neural network trained on model data to recognize images of real bolt holes 
and their defects, a fourth set was formed-«real measured data». It was obtained by scanning rails with test defects on 
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a railroad test track (RTT). The total number of available samples was 53 unit; their distribution by class is presented 
in Table 2 (columns a, b, c). For a more reliable check of the quality of the neural network, this set was increased by 
applying the principles of symmetry (Figure 7a) and moving images (Figure 7b), which made it possible to increase the 
set to 40,000 units (Table 2).

Table 2. Distribution of the «real measured data» set by class

Class Graphical symbol Initial number of 
samples

Increase in the number of samples

due to symmetry due to displacement

a b c d e

0

                       

00 19 19 + 19 = 38 38 + 14,400 = 14,438

1

                       

00 8 8 + 6 = 14 14 + 5,200 = 5,214

2

                       

00 6 6 + 8 = 14 14 + 5,094 = 5,108

3

                       

00 5 5 + 12 = 17 17 + 6,400 = 6,417

4

                       

00 12 12 + 5 = 17 17 + 6,400 = 6,417

5

                       

00 0 0 + 3 = 3 3 + 1,200 = 1,203

6

                       

00 3 3 + 0 = 3 3 + 1,200 = 1,203

Total 53 106 40,000

4.4 Neural network architecture selection

Training a neural network in order to increase the accuracy of the forecast is cyclic in nature with a finite 
enumeration of possible options for its structure and hyperparameter values. The initial network architecture is often 
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set based on the applied network-building practices in the considered subject area [8-9, 13-17, 19]. The similarity and 
possibility of comparing the task posed in the work with the well-known task of recognizing images of handwritten 
digits from the Modified National Institute of Standards and Technology (MNIST) set [22] made it possible to propose 
a similar architecture for the first variant in the form of a Convolutional Neural Network (CNN) from sequentially 
connected layers Figure 8a.

4.4.1 Activation functions

The RELU (rectified linear unit) function was used as the activation function for the neurons of the inner 
convolutional layers of the network. For an output fully connected layer, the normalized exponential function softmax 
was used, at which the sum of the values of all output neurons is equal to one.

4.4.2 Loss function

As a function of learning losses, a measure of the error characteristics of multi-class classification problems was 
used in the form of the distance between the probability distributions of actual data and their prediction (cross-entropy).

4.4.3 Optimizer

The presented network was trained using the stochastic gradient descent algorithm in the Root Mean Squared 
Propagation (RMSProp) modification [6, 19, 22].

4.4.4 Metrics

The class balance allows us to choose an accuracy indicator as a measure of success in training the algorithm as 
a value equal to the ratio of the number of correctly classified instances to their total number. A single metric cannot 
evaluate all aspects of the applicability of the model to the situation, so the test phase uses a confusion matrix, precision, 
and completeness measures for each class classifier.

4.5 Network training and results analysis

Neural network synthesis and training were carried out in the interactive cloud service «Collaboratory» in Python 3.8 
using the Keras library.

The search for the optimal classifier structure was performed using the Keras_tuner tool. The final version of the 
network in the form of a linear stack of layers is shown in Figure 8a. The mutual arrangement of convergent accuracy 
dependencies at 99.5% at the training and validation stages shows the lack of retraining effect and sufficient model 
complexity (Figure 8b). The lack of regularization layers is due to the large size of the training data. 

The assessment of the quality of the trained neural network was carried out on the prepared «test data» set using 
the scikit-learn library with the calculation of characteristic indicators of Figure 8c and the confusion matrix-Figure 8d.

The network has a small discrepancy between the completeness, accuracy, and weighted estimates of both each 
class classifier and the model as a whole. Such a high prediction accuracy of each class is due to the network training on 
a balanced sample. The overall accuracy of the model was 99.63%.

Of greatest interest is the classifier of the defect-free-zero class, which has the lowest precision index of 0.9915 
(Figure 8c), which is reflected in 6 + 11 + 17 + 15 = 49 positive classified specimens with defects (Figure 8d). All 49 
specimens belong to defects of classes 1-4, which have one radial crack each. 

Let’s consider the possibility of applying a network trained on model data to the prediction of defects, which are 
obtained by direct measurement by flaw detection equipment.
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Figure 8. Characteristics of the model: a) structure, b) change in accuracy during training and validation, c) report on the main indicators of the 
classification of the test data set, d) confusion matrix
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4.6 Network efficiency for measured data

The proposed approach of using a neural network trained on model data to recognize patterns obtained by a flaw 
detector in the diagnosis of rails is illustrated in Figure 9.
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Figure 9. Application of a neural network trained on model data

To assess the quality of the selected neural network for the purpose of recognizing patterns of real bolt holes, 
modeling was carried out on the data set «real measured data». The accuracy of the network was 99.78% (Figure 10), 
which is 0.15% higher than the result shown by the network on the «test data» set, which can be explained by the lower 
representativeness of the «real measured data» set. It can be said that the defect images in the «real measured data» set 
are, in a sense, a subset of the artificially created «test data» set on which the network was trained.
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Figure 10. Main indicators of classification of option 2 model for data set-«real measured data»
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The resulting similarity of model accuracy estimates on the «test data» and «real measured data» sets and their high 
values show the possibility and effectiveness of the proposed method of creating a data set for training a neural network.

5. Conclusion
1. Based on the analysis of the subject area, it was revealed that the main reason for the lack of effective defect 

detection systems using machine learning algorithms on the defectograms of ultrasonic diagnostics of rails is the 
impossibility of high-quality training of neural networks due to the difficulty of obtaining a representative training data 
set by traditional methods.

2. The feasibility and possibility of creating a training data set by stochastic mathematical modeling of the 
developed phenomenological model describing the process of reflection and registration of ultrasonic waves from 
structural rail reflectors in the form of bolt holes and their radial cracks are substantiated.

3. A variant of the structure of the convolutional neural network was proposed and substantiated, and its training 
was carried out on the data set obtained as a result of modeling. 

4. The obtained qualitative assessments of the network operation confirmed the feasibility of using the chosen 
architecture and the hypothesis of the possibility of classifying based on the proposed information features in the form 
of a B-scan of individual bolt holes.

5. The efficiency of using a neural network trained on model data to recognize images of real rail defects on the 
example of radial cracks in bolt holes has been confirmed.

6. The results obtained allow us to propose the use of mathematical modeling to generate a data set of other types 
of defects in order to create a prototype of an automated system for finding rail defects during ultrasonic testing.
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