
Artificial Intelligence Evolution 88 | Song Jiang, et al.

Artificial Intelligence Evolution
http://ojs.wiserpub.com/index.php/AIE/

Research Article

Stroke Risk Prediction Using Artificial Intelligence Techniques Through 
Electronic Health Records 

Song Jiang1* , Yuan Gu2 , Ela Kumar3 

1Department of Biochemistry, Huzhou Institute of Biological Products Co. Ltd., China
2Department of Statistics, The George Washington University, USA
3Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation Deemed to be University, Vaddeswaram,
 India
 E-mail: songjiang@hzbio.net

Received: 27 March 2023;  Revised: 22 May 2023;  Accepted: 24 May 2023

Abstract: Nowadays, Electronic Health Records (EHR) include critical information in the text format. In order to 
make medical decisions more efficient, the text should be processed and code deliberated. In this report, we applied 
Artificial Intelligence (AI) techniques to improve stroke risk prediction based on the EHR text. The system based on 
Natural Language Processing (NLP) generates structured text from EHR, followed by applying Machine Learning (ML) 
techniques to classify the text as a “good” or “bad” indicator, which is used for prediction. The ML models here we used 
include logistic regression and Support Vector Machine (SVM). Our results show that both models can classify the text 
precisely and make predictions accurately.
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1. Introduction
EHR is a digital medical record that is used to store, manage, transmit, and reproduce with electronic devices 

(computers, health cards, etc.) to replace handwritten paper medical records [1-3]. It contains all the information of 
the paper medical records [2-4]. As we know, data types in EHR are very mixed and confused. It not only has well-
structured data, but also many fully personalized data, such as doctors’ own notes, ambulance records, authorization 
details, medication steps, etc., which are full of personal subjectivity [5-7]. These can be regarded as often as 
encountered in the field of NLP. To extract information from these data, the simplest and fastest method is to do it 
manually if the data is not large. However, when faced with massive PB-level data, the manual method becomes time-
consuming, labor-intensive, error-prone and cannot be traced [8-10]. Therefore, it is natural to develop NLP to process 
automatically [11, 12].

NLP belongs to the sub-field of artificial intelligence. Its core purpose is to enable computers to understand and 
generate human natural language [13, 14]. The tasks mainly include information extraction, machine translation, 
sentiment analysis, abstract extraction, etc. The technologies of NLP include name recognition, semantic ambiguity 
elimination, reference resolution, speech tagging, structural analysis, etc. [15, 16]. The medical history, diagnosis, 
treatment methods, drugs, and other terms contained in a large number of medical texts provide the possibility for the 
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application of NLP. Using NLP to mine the hidden meaning is significant to the development of medicine [17].
To further extract the information from the text in EHR, ML models are applied, including logistic regression, 

SVM, random forest, decision tree, k-means, etc. [18-22]. Due to the limited pages, here, we only consider logistic 
regression and SVM as our top priorities. Logistic regression is a generalized linear regression analysis model, which 
is used in data mining, disease diagnosis, economic prediction, and other fields [23, 24]. The SVM is to find the best 
separation hyperplane in the feature space so that the positive and negative sample intervals can be maximized. SVM 
is a supervised learning algorithm for solving binary and multiclass classification problems [25, 26]. At the end of the 
report, we compared the logistic regression and SVM performance.

2. Methodology
The dataset used in this study is from Medical Information Mart for Intensive Care (MIMIC-III), which is a large, 

single-center database comprising information relating to patients admitted to critical care units at a large tertiary care 
hospital. The primary approach of our system, as seen in Figure 1, is to take EHR as input to preprocess, followed by 
NLP processing and analysis before applying classification algorithms (logistic regression and SVM).

Figure 1. Analysis flowchart 

In each algorithm, the data is split into train data (for model selection) and test data (for model validation), 
followed by NLP processing, such as stemming, computing the occurrence of words, etc. After that, the lasso feature 
selection is performed by applying a linear support vector classifier. Finally, each algorithm is implemented, optimized, 
and compared.

Table 1. Confusion matrix   
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For logistic regression and SVM classification, the outcomes are summarized in Table 1. Equations 1 and 2 present 
how these values are obtained based on the predicted class types. Precision (equation 1) and recall (equation 2) are used 
to evaluate the classification performance.

precision = TP / (TP + FP)

recall = TP/(TP + FN)

2.1 NLP

Before applying algorithms, the medication abbreviations are replaced with full terms. Because the data are 
texts, they have to be transformed before applying them to a model. To do that, the text notes are first processed with 
word2vec and then transformed with term frequency-inverse document frequency with tfidf vectorizer.

2.2 Classification

After considering different classification algorithms, logistic regression and SVM were chosen. Logistic regression 
is preferred due to its explicit rule-based output that can be easily evaluated for content validity, whereas SVM is 
known to perform well in text classification tasks [27]. SVMs are also known to be robust to over-fitting [28] and they 
are working fast. It creates hyperplanes to separate data into classes, while logistic regression is based on statistical 
approaches. Both models are great and commonly used tools for classification problems.

3. Experiments and results
3.1 Data collection

The whole MIMIC-III database includes 26 tables. Here, the analysis focused on three tables-the NOTEEVENTS 
(including nursing and physician notes, ECG reports, radiology reports, and discharge summaries), DIAGNOSES_ICD 
(Hospital assigned diagnoses, coded using the International Statistical Classification of Diseases and Related Health 
Problems (ICD) system) and D_DIAGNOSES_ICD (Dictionary of International Statistical Classification of Diseases 
and Related Health Problems (ICD-9) codes relating to diagnoses) tables. The charge summaries of the NOTEEVENTS 
data are randomly sampled for this analysis.

3.2 Preprocessing

Prior to analysis and exploration, the data are cleaned including removing null values, removing incorrect 
reports, and cleaning non-characteristic letters, and replacing medical abbreviations. Then, the medical records in the 
NOTEEVENTS table are associated with the ICD9 codes in the DIAGNOSIS_ICD table and with the diagnosis name 
in the D_DIAGNOSIS_ICD table. Next, the records are labeled as stroke and non-stroke based on the ICD9 code, and 
the patient’s past medical, social, and history information is retrieved. The top 10 diagnoses in the whole dataset are 
plotted and shown. The 1,904 records for stroke patients and 2,000 randomly sampled records for non-stroke patients 
are combined for cosine similarity and component analyses.

3.3 NLP feature selection

In this section, prediction models including Logistic Regression and Support Vector Machine Classifiers are 
implemented to predict the diagnosis, and the parameters for each model are optimized to obtain good prediction 
performance. Specifically, the following steps are followed: 1) split the data into train data (for model selection) and test 
data (for model validation), 2) use natural language processing (apply stemming to text, compute occurrence of words or 
term frequency-inverse document frequency to transform text notes) [29], 3) perform lasso feature selection using linear 
support vector classifier, 4) implement and optimize two popular text classifier: the Logistic Regression and Support 

(1)

(2)
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Vector Machine classifiers, 5) compare the performance of the optimized classifiers that are trained with the occurrence 
of words or term frequency-inverse document frequency.

Figure 2. Top 10 topics based on tfidf vectorizer and word count occurrence vectorizer  

To test a model, the data are first separated into train (80%) and test (20%) data [27]. The training data are used 
for training and cross-validation for each model. The test data are used to evaluate the final performance of each 
model. Because the data are texts, they have to be transformed before applying them to a model. To do that, the history 
notes are tokenized with stemming and converted into the occurrence of words with sklearn count vectorizer or term 
frequency- inverse document frequency with tfidf vectorizer [28].

Parameter C for the linear Support Vector Machine was searched among [0.1, 0.2, 0.25, 0.5, 10] using 
GridSearchCV, and 5-fold cross-validation was performed to determine the best parameter. We obtained C = 0.1 and 
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C = 10 as the best parameters for the count vectorizer and tfidf vectorizer, respectively. The top 10 topics for count 
vectorizer and tfidf vectorizer are presented respectably (Figure 2).

A logistic regression model with default parameters was also utilized to predict stroke. The metric we used is recall. 
Recall is the ratio tp/(tp + fn) where tp is the number of true positives and fn the number of false negatives. The recall is 
intuitively the ability of the classifier to find all the positive samples.

The learning curve of both the count vectorizer and tfidf vectorizer for default logistic regression are displayed 
(Figure 3). We can see that the performance of Logistic Regression trained with tfidf vectorizer transformed data is 
highly biased and Logistic Regression trained with count vectorizer transformed data is overfitted with the default 
parameters.

Figure 3. Learning curves of logistic regression trained on count vectorizer 

Then we optimized parameters for logistic regression with parameters including regulator C, tolerance, and 
penalty. And we performed 5-fold split cross-validation to determine the best parameter. The best parameters for count 
vectorizer (Logistic Regression) are: {‘C’: 3.981071705534969, ‘penalty’: ‘l2’, ‘tol’: 0.001} and the best parameters 
for tfidf vectorizer (Logistic Regression) is: {‘C’: 1000.0, ‘penalty’: ‘l2’, ‘tol’: 1e-08}. Using recall as a metric again, 
we get a learning curve (Figure 4). We can see that the performance of Logistic Regression trained with tfidf vectorizer 
transformed data has been improved and Logistic Regression trained with count vectorizer transformed data are still 
overfitted with the optimized parameters.

Compare the learning curve of tfidf vectorizer for logistic regression with default parameters and logistic regression 
with optimized parameters (Figure 5). With the optimized parameters, there are improvements in the performance of 
prediction for the Logistic Regression classifier trained with tfidf vectorizer transformed data according to the cross-
validation curves (Figure 5).

Next, we applied Linear Support Vector Classification with default parameters on personal stroke history 
information. We plotted the learning curve for both count vectorizer and tfidf transformed data (Figure 6). We can 
see that the performance of Linear Support Vector Classification trained with tfidf vectorizer transformed data is fine 
and Linear Support Vector Classification trained with count vectorizer transformed data are overfitted with the default 
parameters.
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Figure 4. Learning curves of logistic regression trained on tfidf vectorizer  

Figure 5. Learning curves of logistic regression trained on tfidf vectorizer with default and optimized parameters  

Then we optimized parameters tolerance, regulator C, max iteration, and loss for SVM. And we performed 5-fold 
split cross-validation to decide the best parameter. The best parameters for the count vectorizer (SVM) are: {‘C’: 
3.981071705534969, ‘loss’: ‘squared_hinge’, ‘max_iter’: 200, ‘tol’: 1e-08}. The best parameters for tfidf vectorizer 
(SVM): {‘C’: 63.0957344480193, ‘loss’: ‘hinge’, ‘max_iter’: 200, ‘tol’: 1e-08}. The learning curve is as Figure 7. 
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We can see that the performance of Linear Support Vector Classification trained with tfidf vectorizer transformed data 
is better than that with a default parameter, and Linear Support Vector Classification trained with count vectorizer 
transformed data is still overfitted with optimized parameters.

Figure 6. Learning curves of SVM trained on count and tfidf vectorizer  

Figure 7. Learning curves of SVM trained on count and tfidf vectorizer with optimized parameters  
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Figure 8. Model results and running time comparison across 4 models: Logistic with default parameter, Logistic with optimized parameter, SVM with 
default parameter and SVM with optimized parameter 

Figure 9. Non-normalized confusion matrix for logistic regression trained on tfidf vectorizer with optimized parameters  
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Figure 10. Normalized confusion matrix for logistic regression trained on tfidf vectorizer with optimized parameters  

Four models (logistic regression with default parameters, logistic regression with optimized parameters, Linear 
Support Vector Classification with default parameters, and Linear Support Vector Classification with optimized 
parameters) running times were compared (Figure 8). Three metrics on four models were compared. The logistic 
regression classifier trained with tfidf vectorizer transformed data yields the best performance of the prediction based on 
the metrics of recall. We also examined the confusion matrix for Logistic Regression trained with tfidf features with 
optimized parameters, non-normalized (Figure 9), and normalized (Figure 10).

4. Conclusion
In this analysis, we analyzed the real de-identified medical records and implemented predictive models to predict 

the risk of stroke. We implemented two predictive models, a Logistic Regression classifier and a Linear support vector 
machine classifier, and compared their performances for prediction. The model process is as follows: 1) split the data into 
train data (for model selection) and test data (for model validation), 2) use natural language processing (apply stemming 
to text, compute occurrence of words, or term frequency-inverse document frequency to transform text notes, 3) perform 
lasso feature selection using linear support vector classifier, 4) implement and optimize two popular text classifier: the 
Logistic Regression and Support Vector Machine classifiers, 5) compare the performance of the optimized classifiers that 
are trained with the occurrence of words or term frequency-inverse document frequency. And their final performances 
are measured and compared with the test dataset. Based on the final performance (Confusion matrix in Figure 10) with 
the test dataset, the optimized Logistic Regression trained with tfidf transformed data showed the best performance for 
prediction.
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