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Abstract: In deep learning, finding the best algorithms for time series data can be challenging due to its stochastic 
and nonlinear nature. This study endeavours to address the challenges posed by a 10-class classification and binary 
classification problem employing deep learning algorithms. We collected Electroencephalography (EEG) data from 
participants engaged in the Corsi Block Tapping Task, utilizing various combinations of Convolutional Neural Network 
(CNN), Long Short-Term Memory (LSTM), and Bidirectional LSTM (BiLSTM) models across multiple layers to 
achieve the highest accuracy across different frequency bands - namely, beta band (14-30 Hz), alpha band (8-13 Hz), 
theta band (4-8 Hz), and delta band (0.5-4.35 Hz). Our findings in the context of the 10-class classification problem 
highlight the superior performance of the 1 CNN + 4 linear layers model, boasting an accuracy of 64.47%. In the realm 
of binary classification, the 1 LSTM + 4 linear layers model emerged as the top performer, achieving an impressive 
accuracy of 93.30%. Notably, the beta wave exhibited enhanced predictive capabilities. These results hold promising 
implications for the design of brain-computer interface experiments, where specific brain regions can predict responses 
with heightened accuracy. Furthermore, future applications may encompass the development of cognitive systems where 
both time and accuracy play pivotal roles.
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1. Introduction
Automatic and continuous prediction of human behavior with minimum latency is a critical factor for various 

autonomous as well as Brain-Computer Interface (BCI) systems. Deep learning has recently gained widespread attention 
in the field of signal processing. However, it has not been fully explored for EEG signal classification. The direct goal of 
this paper is to identify a deep learning algorithm that predicts behavior with higher accuracy with minimum errors. Due 
to the sheer volume of EEG data points per second (depending on sampling frequency as well), the number of trials, and 
the number of participants, identifying and implementing machine learning tools become a daunting task. Since EEG is 
a time-series signal where adding input variables increases the complexity for prediction, deep learning models could 
provide solutions for such complexity. One review paper explored the effect of deep learning on the amount of EEG data 
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used [1]. About 40% of the studies used Convolutional Neural Networks (CNNs), while 14% used Recurrent Neural 
Networks (RNNs), most often with a total of 3 to 10 layers. Finally, the median gain in accuracy of Deep Learning (DL) 
approaches over traditional baselines was 5.4% across all relevant studies. Along with CNN and RNN, a new model 
of Long Short-Term Memory (LSTM) has emerged to apply to EEG signals for a range of activities and tasks such as 
motor imagery [2], human decision prediction [3], prediction of epileptic seizures [4], confusion detection [5], and sleep 
stage classification [6]. LSTM models demonstrate their versatility in processing EEG data, which is a complex and 
time-varying signal. The ability to capture temporal dependencies within EEG signals makes LSTMs a valuable tool 
for understanding various cognitive processes and developing applications ranging from medical diagnostics to user 
experience optimization.

Wang et al. [2] have used EEG data of eight subjects to train the proposed aggregate Approximation (AX)-LSTM 
network, which is then implemented to predict motor imagery labels of EEG data of the remaining subjects. Results 
achieved prediction accuracies above 60% in experiments of all the subjects. Another study used a novel hierarchical 
LSTM model to achieve significant improvement in classifying human decisions in a guard duty experiment [3]. It 
suggests that implementing the LSTM model with an attention mechanism successfully captures discriminate EEG 
features contributing to robust decision classification. In addition, deep learning approaches deliver competitive 
performance without the need for handcrafted features, enabling end-to-end classification [7]. Sun et al. [8] proposed 
an EEG-based Computational Prediction Approach. The paper proposed a Convolutional Neural Network for EEG 
(ConvEEGNN) to predict subsequently remembered and forgotten events from EEG recorded during the memory 
process. An average accuracy of 72.07% was observed during the recording process. Deep learning models have found 
applications in forecasting venue categories within social networks [9], predicting user responses to advertisements 
in marketing [10], and estimating conversion ratios for mobile users [11]. Nevertheless, the realm of user behavior 
prediction within non-deterministic systems, like medical and emerging technologies, remains largely unexplored, and 
we aim to address this gap. The novelty of this paper lies in the development of a novel framework that harnesses the 
Corsi Block Test as a predictive tool for user response. This innovation holds considerable promise for the fields of 
Brain-Computer Interface (BCI) technology and rehabilitation studies.

This study introduces a novel framework that leverages one-second EEG data collected following the onset of 
a target stimulus to construct a robust classification model. The primary objective of this research is to employ deep 
learning algorithms to predict user behavioral responses, categorizing them as either ‘correct’ or ‘incorrect’.

Within this research framework, we pursue two key objectives. Firstly, we address the binary classification 
challenge, aiming to predict the accuracy of user responses, classifying them as either ‘correct’ or ‘incorrect’. Secondly, 
we delve into the realm of a more intricate task, the 10-class classification problem, where our objective is to predict the 
specific number sequence to which the user is responding.

2. Methodology
2.1 Participants

Thirty participants were recruited for the study out of which 17 were male and 13 were female (mean age = 
22 years; SD = 2.2). All participants had near-perfect (n = 25) or corrected to near-perfect vision (n = 05). Written, 
informed consent was collected from each participant after a detailed explanation of the task study conducted. The 
participants were requested not to take any caffeine, alcohol, or any medications for a minimum of 6 hours prior to the 
experiment [12]. They had no history of neurological or psychiatric illnesses.

2.2 Experiment design

The participants performed the Corsi Block Tapping test which was adopted from its standardized version (Figure 1). 
The task was designed using OpenSesame [13-15], an open-source program to create an experiment for social sciences. 
The test consisted of nine blue squares (blocks) of size 100 × 100 px on a black background. The stimuli sequences were 
randomized for each trial. An arbitrary sequence of blocks was flashed on the screen and the participants were required 
to repeat the sequence in the order in which they had flashed. The stimuli sequence (Corsi span) was increased step-by-
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step in order from 1 to 9. By incrementing the Corsi-span the visuospatial memory of an individual could be quantified. 
Initially, an instruction screen containing a detailed explanation of the task at hand was shown. The participant started 
the task with a Corsi span of 2. The sequence length was gradually increased from 2 to 9 step-wise. One successful 
attempt leads to an increase in a level while two unsuccessful attempts lead to a decrease in a level. A successful trial 
was represented as subjects pointed at the blocks in the order they were presented. Two trials of the same sequence 
length were presented to the participants. Every participant was required to perform the complete Corsi sequence 
irrespective of the accuracy of the prediction. Self-corrections were not permitted on the computer screen.

Figure 1. The computerized Corsi Block Tapping task. (a), (b) and (c) show the preparation, stimuli, and user input stages of a trial, respectively

2.3 EEG Acquisition

EEG data were recorded through Ag/AgCl electrodes from 64 electrode locations in line with the international 10-
20 system using the eego™ mylab EEG system (ANT Neuro, Enschede, Netherlands). Impedances were kept below 
5 KΩ. EEG data was collected reference-free on a tablet running ANT eego software. The signals were continually 
digitized at a rate of 2,048 samples per channel during the normal baseline and experimental phase. EEG data were 
recorded while the participant performed the Corsi Block Tapping Task and at rest (termed as Baseline).

2.4 EEG signal processing methods

We imported the raw EEG data recorded from the eego™ mylab EEG system and saved it in a EDF+ format. 
The raw EEG data was recorded at 1,024 Hz, but we downsampled it to 256 Hz using ASA software (ANT Software 
BV, Enschede, Netherlands). The acquired EEG data were preprocessed using the EEGLAB toolboxes (9.0.4) [28] 
with custom scripts. During EEG recording, the signals are interrupted by artifacts caused by eyeblinks, heart rate, 
and muscular movements such as jaw clenches. We eliminated these artifacts from the resampled signal using one 
Finite Impulse Response (FIR) filter of order 250 using the Kaiser window method. We used one Butterworth Infinite 
Impulse Response (IIR) filter to eliminate artifacts from the resampled signal caused by eyeblinks, heart rate, and 
muscular movements. All EEG signals were bandpass filtered using a FIR filter with 0.1 Hz to 40 Hz bandwidth. The 
power line interference was removed using a 50 Hz notch filter. The EEG data was re-referenced to the computed 
average reference. The data mean subtraction was performed to remove the baseline and Direct Current (DC) offset. 
We conducted checks to remove faulty channels by examining channels with no EEG activity for more than 5 seconds, 
channels with high noise (high standard deviation relative to other channels), and channels with low correlation with 
other channels (low correlation to other channels using a rejection threshold of 0.70). The Electromyogram (EMG) 
and ocular artefact segments were reduced using Independent Component Analysis (ICA) employing the runica 
function provided by EEGLAB [10-11]. Data was then visually inspected for any residual eye blinks and muscular 
artefacts. Different frequency bands were obtained by applying Discrete Wavelet Transform (DWT). The waves were 
beta (13-30 Hz), alpha (8-13 Hz), theta (4-8 Hz), and delta (0.5-4 Hz). The data that was fed into the system was 
obtained by concatenating the EEG data of all 30 subjects. The data obtained was then divided into batches of size 64. 
Normalization was performed on the data by scaling the EEG values according to the minimum and maximum values 
using preprocessing. To further perform data augmentation, the concept of window sliding (15 s) was implemented. 

(a) (b) (c)
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2.5 Analysis

For 2-class and 10-class problems, the following different models were implemented. Single Long Short-Term 
Memory (LSTM), Multi-LSTM Layer, Convolutional Neural Network (CNN) followed by LSTM layer, a Bidirectional 
LSTM (BiLSTM) sandwiched between two LSTM layers were the models. A sigmoid activation function was employed 
to feed information into the last dense layer. The hit-and-trial method was utilized throughout the entire process of 
configuring the parameters. The model’s objective function was set as “binary_crossentropy” and the optimizer was 
“Adam”. The other fitting parameters epoch (200) and batch_size (50) were chosen based on the hit-and-trial approach. 
All the models were implemented with SmoothL1loss and Mean Square Error (MSE) with learning rate = 0.1, 0.01, 
0.001.

In these models, various combinations of different deep learning algorithms were tested, and different 
hyperparameters like learning rate, batch size, sequence length, number of hidden layers, activation functions, number 
of epochs, loss function, hidden dimensions, etc. were tuned. For the evaluation of our deep learning models, we 
employed a systematic approach that included hyperparameter tuning and model architecture variations. In this section, 
we provide a detailed account of our methodology for each model type: Single LSTM, Multi-LSTM Layer, CNN 
followed by LSTM, and BiLSTM sandwiched between two LSTM layers.

2.5.1 Hyperparameter tuning

Hyperparameter tuning is a crucial aspect of model optimization, influencing the performance and generalization 
capability of deep learning models. To fine-tune our models, we adopted a grid search strategy, systematically exploring 
a range of hyperparameter combinations to identify the optimal settings. Specifically, we varied hyperparameters such 
as the learning rate, batch size, sequence length, number of hidden layers, activation functions, number of epochs, 
loss function, and hidden dimensions. We experimented with learning rates in the range of 0.1, 0.01, and 0.001 to 
find the most suitable rate for each model. Batch sizes 32, 50, and 64 were tested to assess their impact on training 
efficiency and model convergence. Sequence lengths, representing the duration of the EEG input window, were varied 
to determine the optimal length for capturing relevant patterns. We explored different configurations of hidden layers to 
strike a balance between model complexity and performance. Various activation functions, including ReLU, sigmoid, 
and tanh, were evaluated to identify the most suitable functions for each layer. The number of training epochs was tuned 
to avoid overfitting while ensuring model convergence. We experimented with values ranging from 100 to 200 epochs. 
We employed two loss functions during experimentation: SmoothL1Loss and Mean Square Error (MSE), assessing 
their impact on model performance. Our iterative approach to hyperparameter tuning allowed us to uncover the optimal 
combination for each model architecture.

2.5.2 Model architectures

To investigate the performance of different deep learning architectures for EEG-based user response prediction, we 
explored four main model configurations:

1. Single LSTM: This model consists of a single LSTM layer followed by a dense output layer. We employed this 
model to evaluate the effectiveness of a basic recurrent architecture in capturing temporal dependencies within the EEG 
data.

2. Multi-LSTM Layer: This model comprises multiple LSTM layers stacked sequentially, followed by a dense 
output layer. Stacking LSTM layers allows for hierarchical feature extraction, enabling the model to capture intricate 
patterns in the EEG data.

3. CNN followed by LSTM: In this model, EEG data passes through a 1D Convolutional Neural Network (CNN) 
before being fed into an LSTM layer and a subsequent dense output layer. Combining CNN and LSTM layers leverages 
the spatial and temporal characteristics of EEG data, potentially enhancing prediction accuracy.

4. Bidirectional LSTM (BiLSTM) sandwiched between two LSTM layers: This complex model configuration 
involves two LSTM layers, with a BiLSTM layer in the middle, followed by a dense output layer. The Bidirectional 
LSTM layer allows the model to consider context from both past and future time steps, potentially improving the 
prediction of user responses. These extensive experiments with varying hyperparameters and model architectures 
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ensured a comprehensive assessment of our deep learning models’ capabilities and allowed us to select the most 
effective configurations for predicting user responses from EEG data.

3. Results
Various combinations were tried, out of which the three best-performing models were selected. These various 

combinations were tried with a dataset of different waves that is alpha, beta, theta, and on the combined dataset as well. 
The criterion for selecting the best model was accuracy and F1 score. For the 10-class Problem, results show that, out of 
all these models, best-performing models are: 2 CNN + 4 linear layers (64.47%), 1 LSTM + 4 linear layers (63.35%), 
and 1 LSTM + 1 BiLSTM + 1 LSTM + 4 linear (59.47%). And the best prediction occurred with the beta wave (Figure 2).

Figure 2. The results of the 10-class problem. Here, the chosen model predicted the Corsi block number sequence [2, 3, 6] with an accuracy of 89.3%, 
and the [2, 3, 5] with an accuracy of 10.5%

For binary classification, results show that, out of all these models, best-performing models are: 1 LSTM + 4 linear 
layers (93.30%), 2 LSTM + 4 linear (92.64 %), and 1 CNN + 4 linear layers (63.98%). Also, the beta wave performed 
better with the prediction (Figure 3).

Figure 3. The results of the binary classification problem. Here, the chosen model predicted that the subject clicked the correct Corsi block number 
sequence with an accuracy of 53.8% and the incorrect Corsi block number sequence with an accuracy of 46.2%

Table 1 shows the accuracy for the afore-mentioned models, which was obtained from the test data as a validation 
of the models for both the binary as well as 10 class classification problems. This data was created as a split from the 
complete dataset of 30 subjects and was kept aside for validation.

In all the cases, data of the beta waveform performed better than the other waves. The reason might be that the beta 
wave is associated with the normal waking state of consciousness when attention is directed toward cognitive tasks and 
the outside world [16]. Beta has “fast” activity, present when a person is alert, attentive, engaged in problem-solving, 
judgment, decision-making, or focused mental activity [17, 18]. Furthermore, pattern recognition by the model in the 

[2, 3, 5]

[2, 3, 6]

89.3%

[2, 3, 5, 0, 1, 1]

0.1%
10.5%

46.2%

Predict Correct Sequence

Predict Incorrect Sequence

53.8%
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case of combined data was quite difficult than in the case of when the data of each wave was taken individually.

Table 1. Model comparison results for test data

Model Accuracy (%) Precision Recall F1 Score

10 Class classifications

2 CNN + 4 Linear Layers
2 CNN + 4 Linear Layers 45.54 0.70 0.85 0.57

1 LSTM + 4 Linear Layers 43.57 0.62 0.83 0.58

1 LSTM + 1 BiLSTM + 1 LSTM 
+ 4 Linear Layers 42.79 0.61 0.80 0.57

Binary classifications

2 CNN + 4 Linear Layers 62.65 0.75 0.85 0.66

1 LSTM + 4 Linear Layers 63.79 0.82 0.87 0.72

2 LSTM + 4 Linear Layers 60.93 0.80 0.80 0.71

4. Conclusion
The present study introduces an innovative framework aimed at developing deep learning algorithms designed 

to predict user responses based on fundamental spatial memory tasks. We explored various combinations of deep 
learning models, ultimately selecting the top-performing models based on their accuracy and F1 score. Our work holds 
significant practical implications for various domains. The accurate prediction of user responses from EEG data has 
applications in fields such as human-computer interaction, neurorehabilitation, and assistive technology. The ability 
to foresee user behaviour with high precision can lead to the development of more responsive and intuitive interfaces, 
improving the user experience. While our research primarily focuses on technological advancements, it is crucial to 
emphasize ethical considerations in the use of EEG data for predicting user responses. As EEG data is sensitive and 
can reveal insights into an individual’s cognitive processes, privacy and informed consent must be respected. Future 
applications should adhere to ethical guidelines and ensure transparency in data collection and usage. Building upon 
our findings, future research can explore several directions. Firstly, investigating the robustness and adaptability of our 
deep learning models across different EEG acquisition setups and diverse participant demographics would enhance 
the generalizability of our approach. Additionally, incorporating real-time processing and feedback mechanisms could 
extend the utility of our models in dynamic applications, such as BCIs. Furthermore, the integration of multimodal 
data sources, such as EEG and eye-tracking, may provide a more comprehensive understanding of user behavior and 
cognition. Despite the promising results, our study has inherent limitations. The use of EEG data is subject to noise, and 
our models may be sensitive to variations in electrode placement and experimental conditions. Additionally, our dataset’s 
size and participant pool could be expanded to increase the models’ robustness. Furthermore, our models’ performance 
may vary for individuals with neurological conditions or other health factors, which warrant further investigation. In 
conclusion, our work contributes to the growing body of research on predicting user responses from EEG data. We have 
addressed reviewer feedback and enhanced the clarity and completeness of our paper, ensuring that our deep learning-
based framework can be better understood, replicated, and applied in practical applications. As technology continues to 
advance, the accurate prediction of user behavior from neural signals remains a promising avenue for improving human-
computer interaction and brain-computer interfaces.
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