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Abstract: A Knowledge Graph is a directive graph where the nodes state the entities and the edges describe the relationships between the entities of data. It is also referred to as a Semantic Network. The massive amount of data generated every day can be transformed into knowledge via knowledge graphs for the effective use of these data. Knowing the classification of Knowledge Graphs is required to adapt to different requirements of Knowledge Graphs. Knowledge Graphs are primarily classified concerning their building techniques and their usages. In building techniques, it is considered how the Knowledge Graph is built. For example, the graph can be constructed as a triplet, quadruplet, etc., or created from structured data, e.g., database, or unstructured data, e.g., text, image, etc. On the other hand, Knowledge Graphs can be used for various purposes. For example, Knowledge Graphs can be used for Information Retrieval, Semantic Query, etc., or different types of data visualization. Nowadays, Knowledge Graph is one of the trending topics in the modern technology-dependent world. However, clear and specific discussions on the classifications of Knowledge Graphs and their various uses are less available. In this paper, we will describe the classification of knowledge graphs and their various usages in detail so that the readers can get a clear concept of this topic.

Keywords: knowledge graph, knowledge classification, information extraction, knowledge graph construction, entity extraction, relationship extraction

1. Introduction

A Knowledge Graph is a directed labeled graph that describes the relationship between real-world entities and represents them in a network. Real-world entities indicate events, objects, concepts, situations, etc. Knowledge Graph is formed with three primary elements: node, edge, and label. The real-world entities can be considered as nodes. Edges capture the relationship between two nodes. Labels define the signification of the relationships, for example, the brotherhood between two people [1].

Historically, the term Knowledge Graph was introduced by an Austrian linguist, E. W. Schneider, when he discussed the construction technique of Course Modularization in early 1972 [2]. Later, a project named ‘Knowledge Graphs’ was started unitedly with The University of Groningen and The University of Twente in the late 1980s. This project mainly gave attention to the schema of the Semantic Networks with edges connected with a definable set of relationships to simplify algebras on the graph. In the following decades, the difference between Knowledge Graph and
Semantic Network faded. In 1985, WordNet was created to represent the semantic relationships between words and their meanings [3]. In 1998, a system named ThinkBase was founded by Andrew Edmonds that delivered fuzzy logic in the graphical context [4]. In 1999, Berners-Lee disclosed his vision of the Semantic Web for the first time in his book ‘Weaving the Web’ [5]. Then, in 2001, Berners-Lee, Hendler, and Lassila published an article based on the progression from the existing Web to the Semantic Web [6]. In 2005, GeoNames was introduced by Marc Wick to represent the relationships between various geographical names and locations and linked entities [7]. In 2006, YAGO was created from the idea of combining information from Wikipedia and WordNet [8]. DBpedia and Freebase were created in 2007 and acted as knowledge repositories for the general use of knowledge [9, 10]. DBpedia mainly focused on extracting structured data from Wikipedia, whereas Freebase also consisted of an extent of public datasets [11, 12]. Neither of them ever designated themselves as ‘Knowledge Graphs’; however, they developed and narrated related concepts. In 2012, Google founded its Knowledge Graph, constructed on DBpedia and Freebase among various sources [1]. They later included Wikipedia, Wikidata, and the CIA World Factbook and also added RDFa, JSONLD, and Microdata content derived from listed web pages [13-15]. Then, the Schema.org vocabulary attached the entity type and the relationship type in this Knowledge Graph. The Google Knowledge Graph became more famous for common use day by day [1]. Thenceforth, the advertisement of using Knowledge Graphs in various large multinationals such as Facebook, Microsoft, LinkedIn, Amazon, etc, have popularized the term [16-19]. In 2019, IEEE released its International Conference on Knowledge Graph, which was mainly based on “Intelligent Computing and Data Mining” and “Big Knowledge” [20-22].

Figure 1 chronologically represents the history of Knowledge Graphs. In this figure, we can see the names of the events and the years when these events occurred.

Usually, Knowledge Graphs are formed with datasets from various sources. To form a Knowledge Graph - schemas, identities, and context should work together. Schemas made the framework of the Knowledge Graph, where identities decide the nodes, as the context determines the setting of the Knowledge Graph. A Knowledge Graph is conceivably constructed by a procedure named Semantic Enrichment. When processing the data, Semantic Enrichment identifies the individual objects and determines the relationship between different objects. In a Knowledge Graph, two nodes connect through an edge and form a triple. Once a Knowledge Graph is completed, we can use the knowledge from the Knowledge Graphs in different types of tasks such as information retrieval, question answering, recommendation, etc [23-25]. A Knowledge Graph can be as powerful as the data it can access.

As we know, modern technology is completely data-driven. In every second, there is a massive amount of data. However, we can not use them effectively until we convert the data into knowledge. Knowledge Graph converts the data...
into knowledge so that we can use them effectively. A Knowledge Graph converts the data into machine-understandable information. Real-world knowledge is situational, layered, and changing. Here, situational, layered, and changing refer to the meaning of the knowledge that can alter depending on situations, the union of concepts, and discoveries. Knowledge Graph turns the data into knowledge to be situational, layered, and changing like real-world knowledge [26]. These knowledge technologies provide the necessary machine and human-understandable context, enable greater data adaptability, and minimize complexity and cost. Knowledge Graph is one of the best solutions for structuring the world’s information systems and unifying data from multiple sources [27]. Thus, knowledge technologies enhance the influence, power, and validity of machine learning and data science. That is why, nowadays, it has become a trending topic for the world, especially for machine learning and data science engineers.

Despite being such an important topic, the discussion about the classification of Knowledge Graphs is limited and unclear. However, for effective utilization of Knowledge Graphs, it is essential to know their classifications and their usages. In this paper, we will discuss various types of Knowledge Graphs based on their building techniques and usages. By reading this paper, the readers will get:

1. A clear concept about the classification of Knowledge Graphs.
2. A detailed idea about the usage of various kinds of knowledge graphs.
3. Several future research directions on Knowledge Graphs.

The other sections of this paper are sorted as follows: Section 2 describes the generic construction method for Knowledge Graphs. Section 3 states the various kinds of Knowledge Graphs and their usage. Section 4 discusses the future research directions on Knowledge Graphs. Lastly, section 5 describes the conclusion of this paper.

2. Generic Knowledge Graph Construction method

Generally, a Knowledge Graph can be constructed using two approaches. The first one is the Top-down Knowledge Graph Construction Approach, and the other one is the Bottom-up Knowledge Graph Construction Approach. The Top-down Knowledge Graph Construction Approach starts with a predefined ontology, providing a structured and guided approach to data representation. On the other hand, the Bottom-Up Knowledge Graph Construction Approach is characterized by its agility. It doesn’t depend on a predefined ontology and can adapt to diverse data sources. In this section, we will discuss comprehensively about these two approaches.

2.1 Top-down Knowledge Graph Construction approach

In the Top-down Approach, the ontology and schema should be identified first, and then knowledge instances will be attached to the knowledge base. For showing the original cases of knowledge graphs, this method emphasizes the precise domain ontologies [28].

The Top-down Knowledge Graph Approach first requires determining a subject domain and finding out a list of demands. Second, it needs to plan a Conceptual Model to gather the entities of interest, their inter-relationships, and the classes. Third, it requires the creation of the Logical Model and the Physical Model, which will assemble logical narration and descriptions of the gathered entities and relationships. Fourth, it requires to perform technological implementation and improvement. For this, it is required to take into account the coding language as well as the Knowledge Graph advancement platforms. The last step requires applying the Knowledge Graph as a service to bear the society reuse and give feedback. In this procedure, the knowledge of a specific domain is converted into machine-understandable statements [29-30]. Figure 2 describes the whole Top-down Knowledge Graph Construction Approach. In this figure, a step-by-step Top-down Knowledge Graph Construction Approach from domain selection to building the proper Knowledge Graph is illustrated.

The Top-down Knowledge Graph Construction Approach is well-suited for scenarios where the data representation is structured and controlled. As a result, the applications of this approach are seen in the fields of Corporate Knowledge Management, Healthcare and Medical Reports, Financial Services, Government and Public Administration, Scientific Research and Academia, etc. The Top-down Knowledge Graph Construction Approach provides structured, consistent data for efficient querying and organization. It is advantageous when working with domain-specific knowledge. However, it is disadvantageous at times because of rigidity. Sometimes, the predefined ontology can be inflexible,
making it less suitable for rapidly evolving or dynamic data environments.

**Figure 2.** The top-down approach for Knowledge Graph Construction

In summary, the Top-down Knowledge Graph Construction Approach first determines the domain. Subsequently, it generates the Conceptual Model, the Logical Model, and the Physical Model, respectively. After that, it performs the implementation and evaluates the proficiency of the Knowledge Graph. At last, depending on the evaluation, it updates the Knowledge Graph frequently to meet the goals.

**Figure 3.** The bottom-up approach for Knowledge Graph Construction
2.2 Bottom-up Knowledge Graph Construction Approach

In the Bottom-up Knowledge Graph Construction Approach, the entities and relationships are extracted from structured metadata, unstructured and semi-structured data, and other crowdsourced data. After extracting the entities and relationships, they are used progressively to build the Knowledge Graph structure. In this approach, the schema or ontology is developed based on the data rather than being predefined. The ontology is created as new entity types and relationships are discovered.

Figure 3 describes the Bottom-Up Approach to Knowledge Graph building. From this figure, specific concepts are gained on the stages of Knowledge acquisition, Knowledge Unification, Knowledge Storing, and Recovery that cover the overall idea of the Bottom-Up Approach.

Here, we see that knowledge building in the Bottom-up Knowledge Graph Construction Approach is an iteratively improving procedure with Knowledge Acquisition, Knowledge Unification, Knowledge Storing, and Recovery. In the Knowledge Acquisition procedure, the knowledge from various data sources needs to be collected through Knowledge Extraction. Numerous tools have been built for Knowledge Extraction through the years, such as Stanford NER [31], OpenNLP [32], AIDA [33], ReVerb [34], CiceroLite [35], Open Calais [36], Wikipedia Miner toolkit [37], etc. After extracting knowledge, the next and most important phase is Knowledge Unification. It is an iterative procedure that has to continuously build an ontology and assess the quality of the ontology. The objective of Knowledge Unification is to determine Entity Alignment and Ontology Building iteratively. Ontology Building will not terminate until the outcomes of the Quality Assessment fulfill the needs. Entity Alignment decides whether various entities direct the same object or not. If the Quality Assessment of the Ontology and the Knowledge Graph do not fulfill the demand, the procedure of building and unification of the Knowledge Graph will be repeated [28, 38].

The Bottom-up Knowledge Graph Construction Approach is well-suited for extracting knowledge from various data sources like web content, scientific literature, and social media for research, recommendations, and data enrichment. It is capable of processing a massive amount of data and rapidly creating an extensive knowledge graph. However, in this procedure, an existing challenge is the proper rational assertion, representations for the entities, and relationships in the resulting Knowledge Graph. Most of the time, the entities and the relationships need to be marked out by the domain specialists and knowledge engineers, where existing Knowledge Graphs can be recycled [29].

3. Different types of Knowledge Graphs and their usages

The Knowledge Graphs can be classified into various classifications depending on their domain, modality, openness, temporality, implementation techniques, and construction methodologies. In this section, we will discuss the classification of Knowledge Graphs depending on their various building techniques and usages.

For a clearer concept, the classification of various kinds of Knowledge Graphs and their usage is represented in Table 1. In this table, the first column describes the name of the categories, the second column indicates the name of the subcategories of these categories, and the third column represents the usages of these subcategories.

3.1 Implementation-based Knowledge Graph

Based on the implementation techniques, all the Knowledge Graphs can be categorized into two categories. The first one is the Resource Description Framework (RDF), and the other one is Labeled Property Graphs (LPG).

3.1.1 Resource Description Framework (RDF)

The Resource Description Framework is a universal framework used to illustrate structured metadata, especially in the territory of the World Wide Web. It manifested under the support of the World Wide Web Consortium (W3C). It qualifies the structured metadata to encrypt, interchange, and reuse. It does not determine any specific semantics, syntax, and structure of the data; instead, it gives the authority for the resource description communities to describe the elements of metadata as they need to meet their specific goals [39].
<table>
<thead>
<tr>
<th>Name of Categories</th>
<th>Name of the Subcategories</th>
<th>Usages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation-based Knowledge Graph</td>
<td>Resource Description Framework (RDF)</td>
<td>Semantic Web Technologies, DBpedia, Freebase, OpenCyc, Wikidata, YAGO, Linked Data, Government Data, Scientific Data, Financial Data, Geospatial Data, Education, Media and Entertainment, Life Sciences and Healthcare, Cultural Heritage</td>
</tr>
<tr>
<td></td>
<td>Labeled Property Graphs (LPG)</td>
<td>Neo4j Graph Database, DBpedia, Freebase, Content Management, Social Networks, Biological Networks, Geospatial Data, Recommendation Engines, E-commerce, Fraud Detection, Semantic Web Applications</td>
</tr>
<tr>
<td>Modality-based Knowledge Graph</td>
<td>Text Knowledge Graphs</td>
<td>WordNet, ConceptNet, Freebase, GeoNames, Google Knowledge Graph, Wikidata, DBpedia, YAGO, Facebook Graph, Diffbot, Educational Knowledge Graphs, Legal Knowledge Graphs, Medical Knowledge Graphs, Scientific Literature, Sentiment Analysis, Semantic Search, News and Media Analysis, Government and Public Data, E-commerce and Product Knowledge, Customer Support and Chatbots</td>
</tr>
<tr>
<td></td>
<td>Visual Knowledge Graphs</td>
<td>Google Knowledge Graph, DBpedia, YAGO, Wikidata, Diffbot, Facebook Graph, GeoNames, Computer Vision and Object Recognition, Virtual and Augmented Reality, Automotive and Transportation, Medical Imaging and Healthcare, Social Media Analysis, Fashion and Retail, Environmental Science, Media and Entertainment, Astronomy and Space Exploration</td>
</tr>
<tr>
<td></td>
<td>Multi-modal Knowledge Graphs</td>
<td>Google Knowledge Graph, DBpedia, YAGO, Diffbot, Wikidata, GeoNames, Facebook Graph, Education and e-learning, Healthcare and Medical Imaging, Autonomous Vehicles, Robotics and Automation, Media and Entertainment, Cultural Heritage and Museums, Language Learning and Translation, Virtual Reality and Augmented Reality, Environmental Monitoring</td>
</tr>
<tr>
<td>Openness-based Knowledge Graph</td>
<td>Open Knowledge Graphs</td>
<td>DBpedia, Data Commons, Wikidata, Freebase, OpenCyc, YAGO, ConceptNet, WordNet, Scientific Research, Linguistics and Natural Language Processing, Healthcare and Medical Research, Education and e-Learning, Agriculture and Food Systems, Business and Industry, Public Health, Social Sciences, Government and Public Data</td>
</tr>
<tr>
<td></td>
<td>Proprietorial Knowledge Graphs</td>
<td>Google Knowledge Graph, Google Knowledge Vault, Facebook Graph, Cyc, Microsoft Bing Knowledge Graph, Apple’s Siri Knowledge Graph, Amazon Product Graph, LinkedIn’s Economic Graph, Walmart Retail Knowledge Graph, IBM Watson Knowledge Graph, Uber’s Trip Data Graph, Automotive Industry, Insurance Industry, Financial Institutions, Pharmaceutical and Healthcare Industry</td>
</tr>
<tr>
<td>Temporal-based Knowledge Graph</td>
<td>Static Knowledge Graphs</td>
<td>DBpedia, ConceptNet, WordNet, Artificial Intelligence and Natural Language Processing (NLP), Historical Research, Cross-disciplinary Research, Language and Linguistics, Content Recommendation, Education and Textbook Creation, Language Learning and Translation, Museum and Art Curation, Library and Information Science</td>
</tr>
<tr>
<td></td>
<td>Dynamic Knowledge Graphs</td>
<td>DBpedia Live, Freebase, Wikidata, YAGO, OpenCyc, Google Knowledge Graph, Diffbot, Google Knowledge Vault, Stock Market and Financial Analysis, News and Media Monitoring, Social Media Analytics, Healthcare and Medical Records, Supply Chain and Logistics, Weather and Climate Data, Real Estate and Property Data, Agriculture and Crop Monitoring, Agriculture and Crop Monitoring, Transportation and Traffic Management</td>
</tr>
<tr>
<td>Domain scope-based Knowledge Graph</td>
<td>General Knowledge Graphs</td>
<td>YAGO, Google Knowledge Graph, Diffbot, DBpedia, Freebase, Wikidata, WordNet, ConceptNet, NELL, BabelNet, Education and E-Learning, Cross-domain Semantic Search, Data Integration and Interoperability, Semantic Web and Linked Data, Text Analytics and Natural Language Processing (NLP), Information Retrieval and Question Answering, Media and Entertainment, Cultural and Historical Research, Smart Assistants and Chatbots, Market Research and Competitive Analysis</td>
</tr>
<tr>
<td></td>
<td>Domain Knowledge Graphs</td>
<td>GeoNames, MusicBrainz, CIA World Factbook, OpenCyc, DrugBand, Travel and Tourism, Food and Culinary Arts, Sports and Athletics, Language Learning and Linguistics, Home Automation and IoT, Fashion and Apparel, Astronomy and Space Exploration, Aviation and Air Travel, Legal and Law, Pet and Animal Care</td>
</tr>
<tr>
<td>Construction Methodology-based Knowledge Graph</td>
<td>Rule-based Knowledge Graphs</td>
<td>It helps to build the Knowledge Graph by using different rules, parsing techniques, and patterns. For example, YAGO extracts relationships using regular expressions and identifies the relationships between entities using pattern-matching</td>
</tr>
<tr>
<td></td>
<td>Learning-based Knowledge Graphs</td>
<td>Google Knowledge Graph, Facebook Graph, WordNet, ConceptNet, Search Engines, Recommendation Systems, Chatbots and Virtual Assistants, Speech and Audio Processing, Autonomous Vehicles, Image and Video Analysis, Virtual Reality and Augmented Reality, Sentiment Analysis, Game Development, Content Generation, Content Moderation</td>
</tr>
</tbody>
</table>
The Resource Description Framework is a robust framework for data description and is utilized in the construction of Knowledge Graphs. The Resource Description Framework assembles the data via triples (three positional statements). A Resource Description Framework triple usually contains a subject, predicate, and object. The Resource Description Framework discloses the relationships between resources where resources have their properties. The nodes in a Resource Description Framework Graph can be resources described by a unique resource identifier (URI), literals, or auxiliary blank nodes. The edges refer to the predicates. Named graphs or contexts handle the elements of the graph. Each edge in the graph represents information, and this information can be visualized as a quadruple (subject, predicate, object, context). By the Resource Description Framework descriptions, different types of resources can be manifested using a uniform structure building with three interconnected data pieces [40-41].

The classes, predicates, and named graphs are all identified by their URIs. Thus, they can appear as nodes and edges in the graph, respectively, receiving their designations. With these designations, both data and schema can be accessed and operated in an identical model [42]. Figure 4 represents an instance of the Resource Description Framework Knowledge Graph. The nodes in this figure are named for better understandability; all of those must have their own URIs, like the list that is given below:

Knowledge Graph that, illustrated in the Resource Description Framework, gives the best infrastructure for data interconnection, composition, integration, and reuse. However, the Resource Description Framework has some limitations. It doesn’t allow the labels or properties to be joined with the edges in the graph, and this is realized as an inconvenience compared to Labeled Property Graphs (will be discussed in the following section). However, we can say that by interconnecting structured metadata, the Resource Description Framework gives the capability to convert the web into a more effective and proficient data resource [43-44].

The usages of the Resource Description Framework are observed to construct rich and extensive Knowledge Graphs, as well as for solving a diverse range of real-life problems. Some examples of such applications are Semantic Web Technologies, DBpedia, Freebase, OpenCyc, Wikidata, YAGO, Linked Data, Government Data, Scientific Data, Financial Data, Geospatial Data, Education, Media and Entertainment, Life Sciences and Healthcare, Cultural Heritage, etc. [8, 45-46].
3.1.2 Labeled Property Graphs (LPG)

A Labeled Property Graph (LPG) is one kind of graph database. The Labeled Property Graph contains nodes and edges where any individual node or edge has a label and properties of its own. The key difference between the Labeled Property Graphs and the Resource Description Framework is the Labeled Property Graph has the ability to assemble properties at the nodes and edges of the network; however, the Resource Description Framework does not [47-48].

The Labeled Property Graph Model is the best universal objective data model illustration that we have at the present time. The Labeled Property Graph is built using the labels and properties. The individual names of the nodes and edges in a graph are known as labels, whereas the individual properties of these nodes and edges are known as properties. The properties of the nodes or edges can be keys or, values or any attributes. In a Labeled Property Graph Model, the most significant things are the labels and the properties that are joined with the nodes and the edges of the graph. The edges have two characteristics; they have always direction and have a start and an end node, thus making the graph a directed graph [49-50].

For a better understanding, Figure 5 describes an example of the Labeled Property Graph. In Figure 5, a directed graph can be seen, which consists of three nodes and four edges. These nodes provide interconnected information that is directed by the edges. The nodes and edges of this graph may have individual labels and properties that help to access more information directly. For example, because of the label and property of node - ‘Person 1’, the name, birth year, and occupation of this node can be accessed easily. Similarly, the labels and properties of other nodes or edges help to obtain more information about them immediately.

![Figure 5. An example of the Labeled Property Graph](image)

Labeled Property Graphs do not have an ideal guideline for data representation. Instead, institutions operating with Labeled Property Graphs generate their semantics as there are no ideal ontologies. Each Labeled Property Graph attains its identical querying language [51]. In summary, by assembling properties and labels to the nodes and edges, the Labeled Property Graph gives the ability to access more information about the nodes and edges directly.

Labeled Property Graphs are used to build various comprehensive Knowledge Graphs, as well as for resolving real-life issues in multiple domains. Some examples of such usages are Neo4j Graph Database, DBpedia, Freebase, Content Management, Social Networks, Biological Networks, Geospatial Data, Recommendation Engines, E-commerce, Fraud Detection, Semantic Web Applications, etc. [45].

3.2 Modality-based Knowledge Graph

Depending upon the modality of the metadata and other resources of data, the Knowledge Graphs can be categorized into three different categories: Text Knowledge Graph, Visual Knowledge Graph, and Multi-modal
3.2.1 **Text Knowledge Graph**

A Knowledge Graph constructed from pure textual data is known as a Text Knowledge Graph. This type of Knowledge Graph comprises text information and databases. The Text Knowledge Graphs are also referred to as Conventional Knowledge Graphs.

The Text Knowledge Graphs are mainly a formation of structured human knowledge, a Semantic Network that indicates the relationships between different entities in the text. The relationships between the entities are represented by triples (subject, predicate, object). The triple is formed with nodes and edges. The nodes represent the entities, and the edges represent the relationships between the entities. The Text Knowledge Graph can be a single text entity or a summation of different text entity relations [53-54].

Let’s consider a text: “Noah is a girl. She is a student. Clara studies with her. They live in New York and study at New York University”. The Text Knowledge Graph for the given text is illustrated in Figure 6. In this figure, the text is converted into a Knowledge Graph by triples, where the nodes of the triple indicate the entities and the edges indicate the relationship between these nodes.

![Figure 6. An illustration of the Text Knowledge Graph](image)

The Text Knowledge Graph concentrates on the entities and their relationships to database and text knowledge. It extracts knowledge from the text data and constructs a Knowledge Graph to illustrate the relationships between the entities with the help of triples [55-56].

The usages of Text Knowledge Graphs are observed to construct rich and comprehensive Knowledge Graphs, as well as for resolving real-life problems in diverse domains. Some examples of such applications are Wordnet, ConceptNet, Freebase, GeoNames, Google Knowledge Graph, Wikidata, DBpedia, YAGO, Diffbot, Facebook Graph, Educational Knowledge Graphs, Legal Knowledge Graphs, Medical Knowledge Graphs, Scientific Literature, Sentiment Analysis, Semantic Search, News and Media Analysis, Government and Public Data, E-commerce and Product Knowledge, Customer Support and Chatbots, etc. [8, 45, 57-58].

3.2.2 **Visual Knowledge Graph**

A Knowledge Graph that is built with visual data such as images and videos is known as a Visual Knowledge Graph. Visual Knowledge Graphs mainly refer to Image Knowledge Graphs and Video Knowledge Graphs or their combination graphs [59].

Image Knowledge Graphs are constructed from images and the description of the images. At first, a description text and scene graph of the image have been generated. After that, by going through the different types of knowledge...
extraction processes such as image entity recognition, feature image extraction, visual relation detection, etc, the scene graph and description text have been transformed into the Image Knowledge Graph [53]. In the same way, we can construct Video Knowledge Graphs with videos and sequential information, images, and audio of the videos. By going through the different types of knowledge extraction processes for videos, audio, and images, such as Action Detection, Time Range Acquisition, Sound Classification, Image Entity Recognition, Feature Image Extraction, Visual Relation Detection, etc, the sequential information, images, audios and the videos construct the Video Knowledge Graph. Figure 7 represents an example of the Visual Knowledge Graph. This is mainly an Image Knowledge Graph, which has been built with images and descriptions of the images.

![Figure 7. An example of the Visual Knowledge Graph](image)

The Visual Knowledge Graphs consist of visual knowledge that is extracted from the visual data. The visual data can be images or videos. Therefore, with the help of images and videos, we can generate the Visual Knowledge Graph.

Visual Knowledge Graphs are used in building rich and extensive Knowledge Graphs, as well as for solving real-life problems in different domains. Some examples of such usages are Google Knowledge Graph, DBpedia, Diffbot, YAGO, Wikidata, Facebook Graph, GeoNames, Computer Vision and Object Recognition, Virtual and Augmented Reality, Automotive and Transportation, Medical Imaging and Healthcare, Social Media Analysis, Fashion and Retail, Environmental Science, Media and Entertainment, Astronomy and Space Exploration, etc. [8, 45, 57].

### 3.2.3 Multi-modal Knowledge Graph

A Multi-modal Knowledge Graph consists of both textual and visual data. A Knowledge Graph that is constructed from multi-modal data is known as a Multi-modal Knowledge Graph. Multi-modal involves the styles of viewing, listening, and touching in the sensory view or understood by various sensors. In general, multi-modal comprises different data media ordinations such as text, image, video, audio, etc. By using the heterogeneous multi-model data, we can create a Multi-modal Knowledge Graph [53, 60].

A Multi-modal Knowledge Graph is a combination of Text Knowledge Graphs, Image Knowledge Graphs, Video Knowledge Graphs, and Audio Knowledge Graphs. At first, the Text Knowledge Graphs, the Image Knowledge Graphs, the Video Knowledge Graphs, and the Audio Knowledge Graphs will be created, respectively. After that, the unification of these graphs will build the Multi-modal Knowledge Graph. However, while processing the data, the description texts for the images and videos will use the process of knowledge extraction from text. Figure 8 represents a Multi-modal Knowledge Graph. In this figure, the graph has been constructed using multi-modal data such as textual data, visual data, and audio data.
The Multi-modal Knowledge Graph is a connective Semantic Network for arranging and handling multi-modal data, which can efficiently arrange crumbled, cross-modal, and cross-database data. By concentrating on Knowledge Graph construction with a single modality, we are efficiently turning down a heap of other information that Knowledge Graphs are supposed to have. And if we were capable of involving it in the learning procedure, it has the strength to progress the aggregate achievement of our models. The Multi-modal Knowledge Graph is the best solution for this type of problem [55, 61].

The usages of Multi-modal Knowledge Graphs are observed to construct rich and comprehensive Knowledge Graphs. They are also used for resolving real-life problems in diverse domains. Some examples of such applications are Google Knowledge Graph, Diffbot, DBpedia, YAGO, Wikidata, GeoNames, Facebook Graph, Education and e-learning, Healthcare and Medical Imaging, Autonomous Vehicles, Robotics and Automation, Media and Entertainment, Cultural Heritage and Museums, Language Learning and Translation, Virtual Reality and Augmented Reality, Environmental Monitoring, etc. [8, 45, 57, 62].

### 3.3 Openness-based Knowledge Graph

Depending on the availability of metadata, crowd-sources data like social media and other resources, Knowledge Graphs are classified into two categories. They are narrated as either Public Knowledge Graph and Private Knowledge Graph or Open Knowledge Graph and Proprietorial Knowledge Graph [27].

#### 3.3.1 Open Knowledge Graph

The Knowledge Graphs can be constructed with openly accessible metadata, crowd-sources data, and different data sources. The Knowledge Graphs with openly accessible resources refer to those Knowledge Graphs that are built from the knowledge of the resources that are available for everyone. Anyone can freely access and use the knowledge gained from this type of Knowledge Graph; that is why we designate these types of graphs as Open Knowledge Graphs [63-65].

A leading example of the Knowledge Graph with openly accessible resources is Wikidata. Wikidata is a jointly accomplished Open Knowledge Graph that supplies data for Wikipedia and for different kinds of applications on the web. Wikidata uses multilingual data. A Wikidata Knowledge Graph can aid in enlarging and advancing the proficiency of data in Wikipedia. Figure 9 represents a portion of the Wikidata Knowledge Graph.
In Figure 9, the Wikipedia page for the city of Sydney has been considered, which is situated in the New South Wales state of Australia. New South Wales also has a city named Newcastle. Sydney is a city in New South Wales, Australia. Wikipedia also has an entry of a city named Sydney, which is situated in Nova Scotia, Canada. As we can see, Australia and Canada have two cities with the same name, Sydney. Therefore, the relationship between these two cities is called “Twin Towns”. Newcastle City is a sister city to Sydney. That is why their relationship is known as “Sister Towns”. The Wikidata illustration of Sydney comprises a relationship called Twinned Administrative Body, which comprises the town of Newcastle.

A current case of another Open Knowledge Graph is from the Data Commons endeavor, whose objective is to create publicly obtainable data that is easily accessible and usable. Data Commons fulfills the essential cleaning and adding of data from different publicly available data sources and supplies availability to the resulting Knowledge Graph [27].

In Brief, the usages of the Open Knowledge Graphs are noticed to build rich and extensive Knowledge Graphs, as well as for solving various types of real-life problems. Some examples of such usages are DBpedia, Data Commons, Wikidata, Freebase, OpenCyc, YAGO, ConceptNet, WordNet, Scientific Research, Linguistics and Natural Language Processing, Healthcare and Medical Research, Education and e-learning, Agriculture and Food Systems, Business and Industry, Public Health, Social Sciences, Government and Public Data, etc. [27, 45, 58].

3.3.2 Proprietorial Knowledge Graph

The Proprietorial Knowledge Graph indicates those Knowledge Graphs that are constructed with the proprietary resources of private enterprises or organizations. These Knowledge Graphs are built with datasets that are not accessible to everyone; however, they can be accessible to the people of a particular organization or enterprise [27]. The Proprietorial Knowledge Graphs are not freely available and usable for ordinary people. They are available and usable for the people of the enterprise or the organization that has ownership of the graphs [66-68].

In today’s world, corporate data usually exists with many independent databases and unstructured resources. So, Data Integration is essential to handle the operation of modern enterprises and organizations. Moreover, the extensive shift to online activities for around every enterprise has produced the gathering of highly massive amounts of worthy user behavior data from different localities. Furthermore, the rapid increase of data attainable from third-party data sellers is providing enterprises with invaluable information that must be integrated with their data for more feasible business performances. With the help of the Proprietorial Knowledge Graphs, enterprises integrate these valuable data and convert them into intelligence.

Let’s go through an instance of how a company can benefit from its Proprietorial Knowledge Graph. Suppose a piece of news has been published narrating that company “A” has been recorded for bankruptcy because of the pandemic. With this news, the suppliers of this company will encounter financial tension. Now, if company “B”, which
is a supplier to the company “A”, is suffering economic tension, it might be hoped that the same tension is also endured successively by suppliers to “B”. This is known as the Supply-chain Relationship of a company, which is essential to trace for the company. As we know, a customer can create his ‘360-degree view’ of a company with the data about that customer inside and outside of the company. Here, the data from outside the company refer to third-party information and resources. In the same way, the company can also build a ‘360-degree view’ of every customer by assembling third-party data with the data of the customers from the company’s databases. This helps a company to build its own Proprietorial Knowledge Graph. With the help of the Proprietorial Knowledge Graphs of a company, the company can trace the ‘Supply-chain Relationship’ for that company and support finding the stressed suppliers whose trouble may deserve observation [27, 66]. Figure 10 describes an example of a “360-degree view”. This figure shows the effect of news reports on customers or the company and the relationships of the company or customers with the suppliers.

Nowadays, Knowledge Graphs are becoming a popular and easy solution for converting data into intelligence in enterprises because of the relative comfort of generating and visualizing the formation and the availability of built-in analytical operations. The Proprietorial Knowledge Graph allows an enterprise to create and use its Knowledge Graph, which is built with its own data, integrating with the data available from third-party sellers [27].

The usages of Proprietorial Knowledge Graphs are seen in rich and extensive Knowledge Graphs of different enterprises or organizations. Some examples of such usages are Google Knowledge Graph, Google Knowledge Vault, Facebook Graph, Cyc, Microsoft Bing Knowledge Graph, Apple’s Siri Knowledge Graph, Amazon Product Graph, LinkedIn’s Economic Graph, Walmart Retail Knowledge Graph, IBM Watson Knowledge Graph, Uber’s Trip Data Graph, Automotive Industry, Insurance Industry, Financial Institutions, Pharmaceutical and Healthcare Industry, etc. [45].

![Figure 10](image.png)

**Figure 10.** An example illustration for a “360-degree view”

### 3.4 Temporal-based Knowledge Graph

The digital world is completely technology-based, and information is the most powerful weapon in this modern world. To store the knowledge of the information structurally, we often create Knowledge Graphs. Some Knowledge Graphs can be updated with time, whereas some others remain unchanged over time. According to the timeliness of contained knowledge, the Knowledge Graphs are classified into two classes. The first one is the Static Knowledge Graph, and the other one is the Temporal or Dynamic Knowledge Graph [52, 69].

#### 3.4.1 Static Knowledge Graph

A static Knowledge Graph is the Knowledge Graph that is generated from genuine knowledge, and it does not change over time. In these graphs, we can not add, remove, edit, or change the nodes or edges over time as per our requirements. Since these types of graphs can not be updated over time, it is essential to build such types of graphs with original and permanent information [70-72].

Figure 11 shows the visualization of a Static Knowledge Graph by which the concept of this topic will be more clear. In this figure, at the time of $t_1$, there is a Knowledge Graph $G$, and the graph remains the same at the time of $t_2$, $t_3$,
$t_0$, $t_1$, $t_2$, ..., $t_{n-1}$ and $t_n$, respectively. Therefore, the Knowledge Graph, G, will be a static Knowledge Graph. Over time, the information and relationships between entities will not be changed in this graph.

The Static Knowledge Graph does not depend on time. With the changing of time, the entities and relationships of the static Knowledge Graphs will remain unchanged. The knowledge of the Static Knowledge Graph can not be updated. That is why genuine information should be used to build a Static Knowledge Graph \[72-74\].

The usages of Static Knowledge Graphs are noticed in various comprehensive Knowledge Graphs, as well as for solving multiple problems in different domains. Some examples of such applications are DBpedia, ConceptNet, WordNet, Artificial Intelligence and Natural Language Processing (NLP), Historical Research, Cross-disciplinary Research, Language and Linguistics, Content Recommendation, Education and Textbook Creation, Language Learning and Translation, Museum and Art Curation, Library and Information Science, etc. \[45, 58\].

3.4.2 Dynamic Knowledge Graph

Knowledge Graph that changes over time as per requirement is known as a Dynamic Knowledge Graph. Dynamic Knowledge Graphs are also called Temporal Knowledge Graphs, Time-varying Knowledge Graphs, or Evolving Knowledge Graphs. In these types of graphs, we can add, remove, edit, or change the nodes or edges over time as per our requirements \[70, 75\].

If we want to make an application highly efficient that operates on a Knowledge Graph, it is necessary to construct a proper Knowledge Graph in the first place. Though there are a lot of people involved in the data gathering, it is pretty challenging to supply consummate data primarily. Different problems can appear, such as unfinished data, noises, obscurity, or lost data. Besides, there exists an abundance of data that narrates complicated, ongoing earth in which entities and relationships update through time. So, it is essential for the changing world to build such types of Knowledge Graphs from which we can add, remove, edit, or change the information over time. This is why Dynamic Knowledge Graphs are getting popular day by day \[70, 73\].

Figure 12 visualizes a Dynamic Knowledge Graph to give a clear idea of the Dynamic Knowledge Graph. In this figure, at the time of $t_1$, there is a Knowledge Graph G, and the graph changes with the changing of time from $t_1$ to $t_2$, $t_2$ to $t_3$, $t_3$ to $t_4$, $t_4$ to $t_5$ .... $t_{n-1}$ to $t_n$ respectively. Therefore, the Knowledge Graph G will be a Dynamic Knowledge Graph. In this graph, the connection between nodes and edges will not remain the same all the time. The information and relationships between entities will be updated with time.

If a Knowledge Graph has a set of entities and relationships that are dependent on time, then we can consider such type of Knowledge Graph as the Dynamic Knowledge Graph. Constructing these graphs qualifies us to handle the circumstance where time dependency is needed to learn thoroughly a Knowledge Graph with time-dependent entities. In a Dynamic Knowledge Graph, as time passes, a node can update itself by changing the respective relationships with other nodes \[76-77\].

The usages of Dynamic Knowledge Graphs are observed in building rich and extensive Knowledge Graphs, as well as for resolving various problems in diverse domains. Some examples of such applications are DBpedia Live, Freebase, Wikidata, YAGO, OpenCyc, Google Knowledge Graph, Diffbot, Google Knowledge Vault, Stock Market and Financial
Analysis, News and Media Monitoring, Social Media Analytics, Healthcare and Medical Records, Supply Chain and Logistics, Weather and Climate Data, Real Estate and Property Data, Agriculture and Crop Monitoring, Agriculture and Crop Monitoring, Transportation and Traffic Management, etc. [45, 78].

3.5 Domain scope-based Knowledge Graph

Depending on the domain scope, the Knowledge Graphs are divided into two different classes: General Knowledge Graph and Domain Knowledge Graph [52, 79-80]. The General Knowledge Graph commonly gathers domain-independent information or knowledge from different domains to construct the Knowledge Graph, whereas the Domain Knowledge Graph collects domain-dependent information or knowledge from a particular domain for building the Knowledge Graph.

3.5.1 General Knowledge Graph

The Knowledge Graph, created with domain-independent knowledge or information, is known as General Knowledge Graph. General Knowledge Graphs are also referred to as Open-world Knowledge Graphs or Cross-domain Knowledge Graphs or Domain-independent Knowledge Graphs. These types of Knowledge Graphs can be generated with the information of different domains [80-81].

A General Knowledge Graph is usually portrayed as a directive graph where the nodes of the graph describe the real-world entities, and the edges of the graph indicate the relationships between the entities. The relationship between two entities can be illustrated as an RDF triple. Here, the triple consists of two nodes that narrate the entities and an edge that narrates the relationship between the entities [82]. Figure 13 represents a General Knowledge Graph for its entities and relations. This figure shows a Knowledge Graph built with the knowledge of different domains.

The Knowledge Graph is a Semantic Web that states the relationships of the nodes through edges where nodes narrate the entities and edges narrate the relationships between the entities. Examples of different Domain-independent Knowledge Graphs are NELL [83-84], YAGO [85-86], BabelNet [87-88], Cyc [89-92], DBPedia Knowledge Base [10-11, 93], Google Knowledge Graph [94-95], etc. These Knowledge Graphs collect the knowledge from various domains and combine the knowledge to build a General Knowledge Graph [96].

In Short, the applications of General Knowledge Graphs are noticed in rich and comprehensive Knowledge Graphs, as well as for resolving a diverse range of real-life problems. Here are some examples of such usages: YAGO, Google Knowledge Graph, Diffbot, DBpedia, Freebase, Wikidata, WordNet, ConceptNet, NELL, BableNet, Education and ELearning, Cross-domain Semantic Search, Data Integration and Interoperability, Semantic Web and Linked Data, Text Analytics and Natural Language Processing (NLP), Information Retrieval and Question Answering, Media and Entertainment, Cultural and Historical Research, Smart Assistants and Chatbots, Market Research and Competitive Analysis, etc. [45, 58].
Entertainment, Cultural and Historical Research, Smart Assistants and Chatbots, Market Research and Competitive Analysis, etc. [45, 58].

### 3.5.2 Domain Knowledge Graph

The Knowledge Graph, which is constructed depending on a particular domain, is known as the Domain Knowledge Graph. The knowledge to build this kind of graph is collected from the particular domain. Information from any other domain is not allowed in this kind of graph. The Domain Knowledge Graphs are also referred to as Domain-specific Knowledge Graphs [80-81, 97].

The definition of the Domain Knowledge Graph indicates three main aspects:

1. The Logical Model of this graph is illustrated by a distinctive and predefined domain ontology introduced to cover the domain of interest.
2. The Domain Knowledge Graphs have to be resolutely contextual to accost a piece of specific subject-matter information.
3. The Physical Model of the Domain Knowledge Graph is illustrated as a labeled graph in which data semantics are improved with a particular theoretical description of entities and the relations between these entities.

The domain of the Domain Knowledge Graphs can be any specific area or subject, such as Medicine, Movies, Science and Engineering, Travel, Food, Education, Society, Service, Finance, Religion, Poems, Politics, Literature, Books, etc. [98-108].
Figure 14 depicts a Knowledge Graph in the food domain. All of the knowledge that constructed the above Knowledge Graph has been included from a specific domain, i.e., the food domain. Any information or knowledge that does not exist in the food domain has not been allowed for building this Domain Knowledge Graph. In this way, a Domain Knowledge Graph represents knowledge of a specific domain so that anyone can attain any information required easily about that particular domain. The Domain Knowledge Graph can illustrate complicated domain knowledge in an arranged manner and has acquired huge enrichment in applied applications [81-82].

The usages of the Domain Knowledge Graphs are observed to build rich and extensive Knowledge Graphs, as well as for solving real-life problems in different domains. Some instances of Domain Knowledge Graphs are GeoNames, MusicBrainz, CIA World Factbook, OpenCyc, and DrugBand [45]. Here, GeoNames contains only geographical information, MusicBrainz contains only music-related information, DrugBand contains only drug and drug-targets-related information, and so on. Moreover, some additional usages of the Domain Knowledge Graphs are Travel and Tourism, Food and Culinary Arts, Sports and Athletics, Language Learning and Linguistics, Home Automation and IoT, Fashion and Apparel, Astronomy and Space Exploration, Aviation and Air Travel, Legal and Law, Pet and Animal Care, etc.

3.6 Construction methodology-based Knowledge Graph

Depending on the construction methodology, Knowledge Graphs can be categorized into two different categories. The first one is the Rule-based Knowledge Graph, and the other one is the Learning-based Knowledge Graph. The Knowledge Graph that has been generated following different types of rules is known as a Rule-based Knowledge Graph, and the knowledge graph that has been created by continuous learning is called a Learning-based Knowledge Graph.

3.6.1 Rule-based Knowledge Graph

The Rule-based Knowledge Graph follows particular rules, especially different parsing techniques or patterns, to build the Knowledge Graph. The Rule-based Knowledge Graph is mainly categorized into two categories. They are Pattern-following Knowledge Graphs and Parser-based Knowledge Graphs. The Pattern-following Knowledge Graphs have been constructed depending on various patterns that are followed by the Knowledge Graphs. The Parser-based Knowledge Graphs have been built with different parsing techniques that are followed by the Knowledge Graphs [109-111].

3.6.1.1 Pattern-following Knowledge Graph

In a Knowledge Graph, patterns define the various ways to discover the relationships between the entities. For constructing a Knowledge Graph, we can consider different kinds of patterns. In this section, we will discuss some of the more often-used patterns. Among all of the patterns of the Knowledge Graph, the more frequently usable patterns are the Transitive Relation Pattern, Transitive Closure Pattern, Cyclic Detection, Defining a relation as the composition of other relations, Ordering Pattern, etc. [112-119].

Generally, Transitive Relation refers to a relation imposed between consecutive elements of a series; it should also be imposed between any other two elements obeying the sequence. For instance, “if X is greater than Y and Y is greater than Z, then X is greater than Z” - this is a Transitive Relation. This kind of relationship can be affixed temporarily in the Knowledge Graph, but it will be illogical for the bigger Knowledge Graphs, where the relationships will seem semantically incorrect. Suppose we have two cities with the same name in different countries. For example, ‘Sydney is situated in Australia’ and ‘Sydney is situated in Canada’, then as per the Transitive Relation, we will say Australia is situated in Canada, which is semantically incorrect. To solve this problem, we will follow the Transitive Relation Pattern of the Knowledge Graph, which will affix the entities of the Knowledge Graph with logical and semantic consequences and conclude that “As Australia and Canada are not situated in the same boundary, Australia is not situated in Canada”.

The Transitive Closure Patterns work to implement the Transitive Relations that haven’t been present till now in the Knowledge Graph but could be proficient. For example, if A is related to B, B is related to C, and C is related to D, then we can say A is related to C and D in the same way B is related to D. This is how the Transitive Closure Pattern works.
The Cyclic Detection is a pattern used in the Knowledge Graphs to determine the cyclic relationships of the knowledge. Besides, we can use the pattern which can identify a relation as the mixture of various relations. Ordering Pattern is one of the most frequently used patterns in Knowledge Graph building. Many relationships usually indicate some sequence in which we should find the primary and final members of such sequence. This is where the Ordering Pattern works.

Figure 15 describes the Ordering Pattern of a Knowledge Graph. It indicates the managerial infrastructure of a company. If we like to discover the top manager of the company, we can follow a rule to describe the top manager as an individual who manages somebody but is not managed by anybody else. In this criteria, the pattern will return ‘John’ as the top manager of the company. Similarly, we can discover the junior managers of the company who are managed by someone and do not manage anybody else. In this case, the graph will return ‘Smith’ and ‘Rob’ as the output.

3.6.1.2 Parser-based Knowledge Graph

The Knowledge Graph can be generated by performing several parsing techniques. The Knowledge Graph, whose entities and relationships between entities have been derived from different parsing techniques. Depending on the parsing techniques, the Knowledge Graphs are classified into two categories. They are Dependency Parser-based Knowledge Graphs and Constituency Parser-based Knowledge Graphs.

3.6.1.2.1 Dependency parser-based Knowledge Graph

Dependency parser-based Knowledge Graphs refer to those Knowledge Graphs that have been created performing dependency parsing on the knowledge. This type of Knowledge Graph follows the Dependency Parser to define the entities and the relationships between entities in the graph [120-123].

Dependency parsing is a procedure of resolving the dependencies within the words in a sentence to explore the grammatical structure of the sentence. Different types of tags have been used in dependency parsing to describe the relationships between any two words in a sentence [124-127]. These tags are referred to as the dependency tags. For example, let’s think about the phrase ‘silent environment’. Here, the word ‘silent’ modifies the noun ‘environment’. Hence, a dependency is present from ‘environment’ to ‘silent’. In this case, the word ‘environment’ will behave as a head, and ‘silent’ will act as a dependent or a child. To describe this dependency, we use the ‘amod’ tag, which indicates the adjectival modifier. Till now, the Universal Dependency (version 2) taxonomy has used 37 universal dependency relations, and every dependency relation has an individual dependency tag. For instance, for case marking, the ‘case’ tag is used; for indicating auxiliary, the ‘aux’ tag is used; for referring to the classifier ‘clf’ tag is used; for determiner ‘det’ tag is used, for unspecified dependency ‘dep’ tag is used, for passive auxiliary ‘aux:pass’ tag is used, for marker ‘mark’.

Figure 15. An example of the Ordering Pattern
Figure 16 describes the dependency layout of a sentence. In this structure, we have used ‘nsubj’ tag, ‘root’ tag, ‘dobj’ tag, ‘amod’ tag, ‘det’ tag, ‘nmod’ tag and ‘case’ tag to describe the nominal subject, root, direct object, adjectival modifier, determiner, nominal modifier and case marking respectively. Following the dependency parsing process, the data and information can be transformed into dependency parser-based Knowledge Graphs.

**Figure 16.** Dependency layout of a sentence

### 3.6.1.2.2 Constituency parser-based Knowledge Graph

The Knowledge Graphs generated by performing constituency parsing on the knowledge are known as constituency parser-based Knowledge Graphs. These Knowledge Graphs follow the constituency parsing process to identify the entities and describe the relationships between entities [128-129].

Constituency parsing is the procedure of exploring sentences by splitting them into different sub-phrases where each sub-phrase belongs to an individual grammar class, namely noun phrase or NP, verb phrase or VP, etc. [54, 130]. For a better understanding, let’s consider an example. Suppose we have a sentence - “I bought a book”. After performing the constituency parsing on the sentence, we have a constituency parse tree. Figure 17 represents this constituency parse tree.

**Figure 17.** A visual layout of constituency parse tree

In Figure 17, the sentence has been divided into two sub-phrases - noun phrase and verb phrase. After that, the verb phrase is again split into verb and noun phrases. In constituency parsing, sentences are thus divided into different grammatical categories. Following the constituency parsing, the knowledge can be converted into Constituency-based Knowledge Graphs [54, 130].

The usages of Rule-based Knowledge Graphs are observed to help build Knowledge Graphs using different rules,
parsing techniques, and patterns. For example, YAGO extracts relationships using regular expressions and identifies the relationships between entities using pattern matching [131].

3.6.2 Learning-based Knowledge Graph

The Learning-based Knowledge Graph can be generated and updated by learning. In the learning-based technique, the data and information have to go through a Machine Learning or Deep Learning Model to extract the knowledge and build the Knowledge Graph. Based on this, the Learning-based Knowledge Graphs are classified into two categories. They are Machine Learning-based Knowledge Graphs and Deep Learning-based Knowledge Graphs. To generate a Knowledge Graph using Machine Learning or Deep Learning, the information has to go through some process such as Relation Extraction, Entity Extraction, etc.

3.6.2.1 Machine Learning-based Knowledge Graph

Machine Learning-based Knowledge Graphs indicate those Knowledge Graphs that have been constructed and updated as required using a Machine Learning Model. Machine Learning is a field of Artificial Intelligence that makes the system capable of learning from data, recognizing patterns, and making decisions with minimum human interference. With the help of a Machine Learning Model, it has become easier to generate a Knowledge Graph.

For generating a Knowledge Graph using Machine Learning, the data has to go through several processes. At first, the data needed to be collected and preprocessed. Then, the Machine Learning model works with the data to extract the entities and the relationships between entities by Entity Extraction and Relation Extraction methods. Then, with the help of the extracted entities and relationships, the Machine Learning Model creates triples and finally generates the Knowledge Graph. Machine Learning also trains the Knowledge Graph by inferring the absent entities and relationships of the graph. Finally, Machine Learning assesses the generated model, more specifically the Knowledge Graph, and makes the development of the model if required [132-133].

After creating a Knowledge Graph using Machine Learning, the created Knowledge Graph can also act like a Machine Learning Model, and by using this model, much better and richer data can be fed to the Machine Learning Algorithms. Consequently, various important Natural Language Processing-based Machine Learning tasks, including Question Answering, Recommendation, Information Extraction, Information Retrieval, Semantic Query, etc, can be performed spontaneously [134]. At the same time, when working with Machine Learning Models, Machine Learning engineers need to deal with a huge number of data. The Machine Learning-based Knowledge Graph Models help to handle such huge data without difficulty.

3.6.2.2 Deep Learning-based Knowledge Graph

Deep Learning-based Knowledge Graph introduces those Knowledge Graphs that are generated and updated if required by the Deep Learning Models. Deep Learning is a subcategory of Machine Learning. The Deep Learning Model needs lower human interference as compared to Machine Learning. This is because the Deep Learning Model learns independently from the environment and past experiences, whereas the Machine Learning Model requires more human interference to learn [135]. This is one of the main differences between the Deep Learning and the Machine Learning. Besides, the layout of the Machine Learning algorithms is rather simple, such as Decision Tree, Linear Regression, etc, where the Deep Learning Models are built with Multi-layered Artificial Neural Networks.

To construct a Knowledge Graph using Deep Learning, at first, we have to collect the structured and unstructured information and preprocess these data. Then, the entities and the relations between entities will be identified, represented as nodes and edges in the graph, respectively. Afterward, the entities and the relationships will be converted into numerical vectors called embeddings. Then, a Deep Learning Model, such as a Graph Neural Network, will be trained on the embeddings to identify the missing entities or relationships. Using the trained model, new entities and relationships will be inferred to enlarge the graph [136]. At last, based on a test dataset, the performance of the generated model will be assessed, and development will be made if required. This is the procedure to convert data into a Knowledge Graph using Deep Learning.

The usages of Learning-based Knowledge Graphs are observed to construct rich and comprehensive Knowledge
Graphs, as well as for resolving a diverse range of real-life problems. Some examples of such usages are Google Knowledge Graph, Facebook Graph, WordNet, ConceptNet, Search Engines, Recommendation Systems, Chatbots and Virtual Assistants, Speech and Audio Processing, Autonomous Vehicles, Image and Video Analysis, Virtual Reality and Augmented Reality, Sentiment Analysis, Game Development, Content Generation, Content Moderation, etc.

4. Discussion

In this paper, we have systematically discussed the classification of Knowledge Graphs and their various usages so that the readers can get a clear concept of the topic. In modern engineering, numerous Knowledge Graphs, including Wordnet, Freebase, DBpedia, and YAGO, have been developed. These Knowledge Graphs play an enabling role in gathering, organizing, and effectively managing knowledge from large-scale data. Their usage can be realized widely in various Artificial Intelligence-based tasks, namely Recommendation Systems, Search Engines, and Question-Answering systems. Considering the broad application aspects, Knowledge Graphs have become a research focus in Natural Language Processing in recent years [137]. Therefore, in section 4.1, we want to share some potential research directions on Knowledge Graphs. In section 4.2, we will discuss some challenges that we encountered while classifying the Knowledge Graphs.

4.1 Future research directions

Future researchers can focus on four primary areas within the field of Knowledge Graphs:
2. Quality Assessment of Knowledge Graphs.

Knowledge Graph Embedding: The Knowledge Graph Embedding provides a mechanism for the seamless integration of knowledge from a Knowledge Graph into real-world applications. The goal is to map entities and relations in the Knowledge Graph to a continuous vector space in such a way that the geometric relationships between these vectors reflect the semantic relationships in the graph [138].

• **Knowledge Graph Creation:** Knowledge Graph Creation involves the manual or semi-manual process of collecting, extracting, and structuring data from various sources to create a Knowledge Graph [139].

• **Generative AI-driven Knowledge Graph Generation:** Generative AI-driven Knowledge Graph Generation uses artificial intelligence and NLP techniques to automate the creation of Knowledge Graphs from unstructured text data [139].

• **Enhancing Large Language Model Explainability through Knowledge Graph Integration:** Large Language Models generate text-based responses, but their decision-making processes can be opaque. Integrating knowledge graphs allows these models to draw from structured information to provide more transparent and accurate responses [140].

On the other hand, to control the quality of the Knowledge Graphs, it is necessary to evaluate the credibility of the Knowledge Graphs [141]. Apart from this, Knowledge Graph Cleansing, Error Checking, and Error Rectifying are also essential factors for ensuring the quality of the Knowledge Graphs. To cleanse the Knowledge Graph, check and rectify the errors, and evaluate the credibility of Knowledge Graphs, there are several processes to go through that requires time and effort. Therefore, automatic Quality Assessment of Knowledge Graph can be an area of interest for future researchers. In the area of Quality Assessment of Knowledge Graph, researchers have the opportunity to explore several promising directions for future research, including:

• **Knowledge Graph Cleansing:** Knowledge Graph Cleansing involves the removal of missing or erroneous data values within a knowledge graph to enhance its overall data quality [142].

• **Credibility Evaluation of Knowledge Graph:** Credibility Evaluation evaluates the accuracy and trustworthiness of data sources contributing to the Knowledge Graph to ensure its overall quality [143].

• **Error Detection and Correction of Knowledge Graphs:** Error Detection and Correction in Knowledge Graphs aims to identify and rectify inconsistencies or mismatches in triples of a Knowledge Graph involving the head entity,
tail entity, and relations to enhance the overall quality of the Knowledge Graph [144-145].

Moreover, when expanding a Knowledge Graph by linking multiple Knowledge Graphs, it is crucial to ensure the proper alignment of schemas and ontologies between them. The Ontology Alignment of Knowledge Graphs requires time and effort. As a result, automatic Ontology Alignment of Knowledge Graphs can be a potential area of interest for future researchers. In the realm of Ontology Alignment of Knowledge Graphs, future research directions may include:

- **Schema Matching:** Schema Matching is a method of identifying attributes in a Knowledge Graph that are either linguistically similar or represent equivalent information for enabling data integration and interoperability [146].

- **Entity Matching:** Entity Matching is the process of aligning entities or concepts in different knowledge graphs that refer to the same real-world objects, enabling cross-graph data linkage and search [147].

- **Relation Matching:** Relation Matching is a method that aligns relationships between entities in a graph-based schema, enhancing the accuracy of relation alignment tasks in multilingual datasets [148].

In addition, with the continuous influx of data from diverse sources, Knowledge Graphs need to expand to manage this increasing volume of data efficiently. As a result, for accommodating this larger volume of data, the Scalability Enhancement of Knowledge Graphs is an essential factor. Therefore, the Scalability Enhancement of constructed Knowledge Graphs can be one of the potential future research directions. Furthermore, a potential future research direction for researchers lies in conducting a comparative study on the time complexity analysis of Information Extraction or Information Reasoning from constructed Knowledge Graphs versus other Information Extraction techniques like Named Entity Recognition, Relationship Extraction, etc.

### 4.2 Challenges in Knowledge Graphs classification

In the paper, we have discussed the Classification of Knowledge Graphs and their various usages in detail. However, it may have some challenges because dilemmas have been encountered in some places while making the classification. For example, Chen et al. [52] refer to three types of modality-based Knowledge Graphs, whereas Peng et al. [54] refer to modality-based Knowledge Graphs as two types. As many categories as possible have been discussed to avoid such ambiguities. Actually, the Classification of Knowledge Graphs can be represented in several ways. In this paper, our main purpose is to give an outline of the Classification of Knowledge Graphs so that the readers can understand and use this concept for their future work.

### 5. Conclusion

Although Knowledge Graph has an immense effect on today’s world by reconfiguring the system of storing, processing, and delivering knowledge, the Classification of Knowledge Graphs is still a less talked-about topic. Despite being an important topic to discuss, the Classification of Knowledge Graphs is an unclear topic because of its low discussion. Moreover, the discussion about the various usages of Knowledge Graphs is also limited. In this paper, we have given a detailed and clear idea of the Classification of Knowledge Graphs and their various usages.

In our work, we have combined all the possible categories of Knowledge Graphs from different perspectives based on their building techniques and usages. After finishing this paper, the readers will get a clear concept of the different categories of Knowledge Graphs depending on their various construction techniques and applications. At the same time, the readers will get several future research directions on Knowledge Graphs.

### Conflict of interest

The authors have no conflict of interest related to this publication.

### References


Kejriwal M. *Domain-Specific Knowledge Graph Construction*. Springer; 2019.


