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Abstract: Infections, inflammation, and progression of multifactorial diseases are found to be integratively 
linked, including most Cancers. Dysfunctional microbiomes are also associated with several cancers in their tumor 
microenvironments. Antimicrobial peptides (AMPs) are short, positively charged peptides found in a diverse range of 
species, including bacteria and humans. As host defense peptides, they can destroy pathogenic infections, particularly 
those that are multidrug resistant. AMPs have raised hopes in the biomedical and pharmaceutical industries as fresh non-
antibiotic strategies for combating infectious diseases. However, in vitro and in vivo verification of AMPs is problematic 
and may miss new antimicrobial drugs. Creating computational methods for quick and precise identification of AMPs 
and their functional forms is critical for developing new and more effective antimicrobial drugs. Machine learning 
techniques were recently discovered effective at mining, predicting, and producing efficient antimicrobial peptides 
from a large AMP database. We reviewed 76 articles, after following literature search rubrics to come to the following 
conclusions. Distance metric-constant K-based nearest neighbor algorithms (KNN), hidden Markov models (HMMs), 
support vector machine models (SVMs), random forest models (RFs), decision tree models, and deep neural network 
(DNN)-based models are some of the most popular AI tools for detecting antimicrobial activity in peptide sequence-
derived structure and function. Knowledge graphs can further assist in identifying hub genes and antimicrobial peptides 
that target and block quorum sensing (QS) signals within the microbial networks. In conclusion, we state that currently 
no single AI method has been found appropriate for AMP discovery and accurately capable of predicting high-efficacy 
AMPs. Our current literature review and analysis identify cutting-edge algorithms or innovations that might be included 
in hybrid machine-learning approaches for the most effective AMP identification, creation, and prediction. Non-peptide, 
natural molecule-based approaches to AMR reduction are also being studied for development, with natural peptide 
scaffolds serving as the foundation.

Keywords: antimicrobial peptide, biofilms, cancer progression, machine learning, quorum sensing inhibitors, systems 
biology

1. Introduction
In nature, bacteria predominantly alternate between two forms: unicellular, planktonic cells free-floating in a 

liquid environment and sessile, multicellular communities called biofilms that form on solid surfaces [1]. Antimicrobial 

Copyright ©2025 Abhijit G. Banerjee, et al.
DOI: https://doi.org/10.37256/aie.6120255553
This is an open-access article distributed under a CC BY license 
(Creative Commons Attribution 4.0 International License)
https://creativecommons.org/licenses/by/4.0/

http://www.wiserpub.com/
http://ojs.wiserpub.com/index.php/AIE/
https://orcid.org/0000-0003-2277-1968


Artificial Intelligence Evolution 18 | Abhijit G. Banerjee, et al.

resistance (AMR) has emerged as a global health concern as antibiotic resistance genes (ARGs) and antibiotic-
resistant bacteria (ARBs) is spreading throughout human, animals, and the environment. Despite the upsurge of 
several new antibacterial agents, their effectiveness is diminishing due to rising antibiotic resistance, rendering these 
treatments increasingly ineffective. Bacteria that form biofilms exhibit significantly greater resistance to antibiotics. 
Biofilms are protected by self-produced extracellular matrix polysaccharides (EPS), proteins, extracellular DNA, and 
lipids. This sticky scaffold enhances cell-cell communication through quorum sensing (QS), binds the community to 
various surfaces, stores extracellular enzymes and metabolites, and provides a physical barrier that shields cells from 
environmental hazards [2-5]. The EPS matrix not only provides structural integrity but also plays a crucial role in 
defending bacteria against antibiotic action. Biofilm-forming bacteria have developed several mechanisms to protect 
themselves, including restricting antibiotic penetration at the biofilm surface, where the EPS acts as a protective shield.

Additionally, the altered microenvironment within the biofilm, characterized by metabolic changes, reduced 
oxygen levels, and pH variations, further contributes to antibiotic resistance [6, 7]. Biofilm infections are usually 
chronic in nature because biofilm-residing bacteria can withstand the immune system, antibiotics, and other treatments 
[8, 9]. However, bacteria that live in biofilms are more resistant to antibiotics than free-floating (planktonic) bacteria of 
the same species [10]. The majority of new drugs have been mere modifications, lacking the diversity crucially needed 
to combat the alarming rise of AMR [11]. The acute dearth of new antibiotics and the frightening growth in resistance 
to even the most potent existing ones have prompted an urgent need to research new possible antimicrobial agents and/ 
or develop novel biochemical entities to tackle the challenges of antimicrobial resistance. For instance, antibiotics like 
Tobramycin and Ciprofloxacin rely on oxygen-dependent mechanisms to exert their bactericidal effects, making them 
less effective in the low-oxygen conditions often found within biofilms. Low oxygen levels can reduce the production 
of reactive oxygen species (ROS), which are crucial for the efficacy of these antibiotics. Additionally, the activity of 
aminoglycosides, such as Tobramycin, is highly pH-dependent. In acidic environments, the uptake of aminoglycosides 
by bacterial cells is reduced, leading to decreased antibiotic efficacy.

Inside biofilms, persister cells represent a small subpopulation of bacteria that can survive antibiotic treatment, 
further complicating eradication efforts. The biofilm environment promotes horizontal gene transfer, spreading 
resistance genes among the bacterial community. These mechanisms, along with the unique microenvironment of 
biofilms, contribute to the heightened antibiotic resistance observed in biofilm-associated infections. Quorum sensing 
(QS) is a cell-to-cell communication process. The autoinducers produced in QS regulate gene expression based on 
population density. They play a crucial role in biofilm. This biofilm environment enhances bacterial survival and 
contributes to antibiotic resistance.

Biofilms and multidrug resistance (MDR) are closely linked, creating significant challenges in treating bacterial 
infections. Biofilm-associated infections are often chronic and difficult to treat, leading to prolonged illness and 
increased healthcare costs. Common biofilm-related infections are those associated with medical devices like catheters 
and implants. Several novel approaches, including AMR and quorum-sensing inhibitors (QI), are being explored to 
combat biofilm infections. Nowadays, artificial intelligence tools are gaining popularity to address the challenges of 
antimicrobial resistance in pathogenic biofilm systems. This review article presents the progress made in utilizing 
artificial intelligence to tackle the challenges of antibiotic resistance in pathogenic biofilms. In our quest for the design 
of antimicrobial or antibiofilm peptides literature review, a total of 182 full-text articles were initially retrieved through 
a literature search in medical databases using boolean operators of keywords mentioned. Further nine studies were 
included through a targeted search of literature. After assessing the eligibility meeting inclusion and exclusion criteria, 
76 articles were reviewed for this report, finally. Salient features of this review are presented in the sections below.

1.1 Antimicrobial peptides: promising antibiotic alternatives

AMPs are tiny peptides that play an important role in the host’s innate defense against a wide range of pathogens, 
including bacteria, fungi, parasites, and viruses [1-4]. The rise of MDR bacterial pathogens, collectively known 
as ‘ESKAPE’ pathogens after their pioneering members such as Enterococcus faecium, Staphylococcus aureus, 
Klebsiella pneumoniae, Pseudomonas aeruginosa, Acinetobacter baumannii, and various Enterobacter spp., have 
posed a significant challenge to human health. There is an urgent need for novel antimicrobial strategies to combat 
these recalcitrant infections [12-14]. AMPs thus have found new hope, as a novel non-antibiotic method for fighting 
MDR pathogens because of their broad-spectrum activity, multimodal capabilities, and seldom resistance development 
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[15]. These are produced naturally in almost all forms of life for defense and communication. These biological 
compounds are polypeptide sequences, typically 12-50 residues in length. They are considered interesting substitutes 
for antibiotics because they can function in various of ways, such as modulating the host immune system, acting 
against pathogenic species such as viruses, inhibiting bacterial growth, and causing physical or metabolic disruption 
of cells. Most antibiotics lack targeting specificity and can kill host-associated commensal bacteria as well as disease-
causing pathogens [16-19]. Bacteria and fungi also contain AMPs, which function as defense mechanisms against other 
microbes or host immunological responses. They have appealing properties as prospective therapeutic agents, including 
a decreased risk of generating bacterial resistance than standard antibiotics.

1.2 Biofilms as driver of microbial pathogenesis

Biofilms present a formidable barrier to antimicrobial approaches towards pathogenesis control measures and 
concomitant diseases. Biofilms generally build upon commensal bacteria slowly taken over by dominant pathogens and 
barrier functions represented by extracellular capsular material built up with EPS secretion; by biofilm conglomeration 
of microbes [20]. Once biofilms develop, it’s very difficult to eradicate them completely, as they keep growing back as 
soon as favorable conditions return within the ecological niche.

1.3 Anti-biofilm peptides (ABPs)

AMPs have been utilized to control the formation and removal of mature biofilms. AMPs, both naturally occurring, 
and synthetic ones have been proven to prevent microbial colonization of surfaces, mitigate target bacterial populations 
in biofilms, and alter biofilm structures [21, 22]. Therefore, ABPs are considered a subgroup of AMPs that inhibit 
biofilm formation and eliminate previously established biofilms.

1.4 Destabilizing outer membrane permeability of prokaryotes

Most antibiotics work inside the cell and must pass through the bacterial cell membrane. Antibiotics can diffuse 
through the outer membrane via a lipid-mediated channel for hydrophobic antibiotics and through general diffusion 
pores for hydrophilic antibiotics. Gram-negative bacteria are protected by a formidable barrier owing to their outer 
membrane. The asymmetric outer membrane, composed of lipopolysaccharide on the outer leaflet, poses a significant 
challenge for the permeation of antibiotics and other therapeutics into the cell, and phospholipid on the inner leaflet 
resists penetration of organic antimicrobials [23, 24]. As a result of their complicated architecture, most antibacterial 
medicines have lower efficacy in treating gram-negative infections. Antimicrobial drugs with higher membrane 
permeability are an effective technique for enhancing antibiotic penetration into bacterial cells. Permeabilizers, such 
as AMPs, are cationic and amphiphilic compounds that interact with polyanionic lipopolysaccharides to break down 
membrane walls [25, 26].

1.5 Non-peptide, biofilm, and quorum sensing disruptors in mitigation of AMR

The disulfide and trisulfide metabolites derived from garlic can suppress LuxR-based QS, in Pseudomonas 
aeruginosa [27]. Rosmarinic acid has been reported to activate quorum sensing-dependent gene expression in P. 
aeruginosa, increase biofilm formation, and the synthesis of the virulence proteins pyocyanin and elastase. Conversely, 
Mangifera indica L. leaf extracts have been shown to prevent the quorum-sensing-regulated synthesis of virulence 
factors and thereby inhibit biofilm formation in test bacteria [28, 29]. Thus, quorum-quenching (Qq) happens when 
medicinal plant-derived substances disrupt pathways by interfering with signal molecule formation, inactivating signals, 
and interfering with signal receptors in bacterial cells, thus blocking target genes under QS regulation.
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Figure 1. Graphical abstract: Major AMP databases and AI-based prediction functionality
Several AMP-related databases have been developed over the past decade. E.g., LAMP: A database linking major antimicrobial peptides (depicted 
within squared panel ‘a’)
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2. Computational strategies to elucidate anti-biofilm peptide characteristics
2.1 Discovery of novel AMPs

Artificial intelligence (AI) is the study and creation of intelligent machines that can learn, solve problems, and 
replicate various forms of reasoning similar to natural intelligence. Machine learning (ML) is a subset of artificial 
intelligence (AI) algorithms that trains mathematical models to predict solutions when supplied with previously 
unknown data [29, 30]. Notably, AI and ML have the potential to open up new opportunities in healthcare and drive 
applications for faster, cheaper, and more effective drug discovery and development. Studies have shown potential in 
employing deep learning, a type of machine learning based on neural networks, to model amino acid sequences and 
predict antimicrobial activity. These computational methods enable high-throughput virtual screening to uncover novel 
AMP candidates for experimental validation. By utilizing huge datasets and predictive algorithms, AI and ML can 
accelerate the development of novel antimicrobial medicines to address the growing public health concern of antibiotic 
resistance. AI and machine learning can thus accelerate the development of novel antimicrobial medicines to address the 
growing public health concern of antibiotic resistance [31].

2.2 AMP databases

Many databases focusing on AMPs have been built to collect both basic and pharmacological information, as the 
discovery of new AMPs has increased. The nine AMP databases in terms of peptide count are as follows: LAMP2 [32, 
33], DBAASP [34], dbAMP [35], CAMPR3 [35, 36], ADAM [37], APD3 [38], AVPdb [39], and YADAMP [40], six of 
such databases are illustrated in detail (Figure 1). Antibacterial peptides make up most of the AMPs discovered to date. 
Several major databases and their important prediction functionality tools are listed in Table 1.

Table 1. Various types of features employed for AMP prediction

Types Feature extraction parameters

Composition feature
• AAC; Normalized amino acid composition (NAAC); N-gram composition found by t-test (NTC), 

and pseudo-amino acid composition.
• AAPC; (types-AAPC, DPC, TPC), Peptide length and composition.

• N-gram composition found by counting (NCC), motif composition (MC).

Position features • Depends on the location of the bioactive feature (amino acid) within the sequence.

Structural features • Depends on the amino acid types adjacent to the featured amino acids.

Physicochemical properties • Isoelectric point and charge.

3. Artificial intelligence and machine learning-based AMP prediction algorithms
A new approach to the design of AMPs was developed by combining an evolutionary algorithm and machine 

learning-based prediction, followed by in vitro bacterial assays. Integrating genetic algorithms, machine learning, and 
high-throughput screening presents a promising approach for artificial intelligence and machine learning prediction 
algorithms, effectively searching sequence space and optimizing AMP candidates [41]. This method rapidly improved 
the antimicrobial activity, achieving a 162-fold increase in activity compared to the original peptide within three 
generative rounds. In addition to the best peptide, 44 new peptides were highly potent, with a 20-fold decrease in IC50 
values compared with the seed WT peptide. During these experiments, the conformation of the selected peptides was 
observed to change from a random coil to an α-helical form through the optimization process, and this is thought to 
contribute to the improvement of antimicrobial activity significantly.
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3.1 Conventional machine learning-based AMP predictors

Identifying antimicrobial peptides (AMPs) from sequence data using machine learning techniques involving the 
main steps:

(1) Amino acid sequence: The process starts with deriving the amino acid sequence of the peptide.
(2) Feature extraction: The amino acid sequence is converted into a numerical descriptor through various feature 

extraction methods, resulting in an initial high-dimensional feature set.
(3) Dimensionality reduction: To handle the high-dimensional initial feature set obtained from the peptide sequence, 

the following approaches are employed: Feature Clustering, where techniques like K-means clustering, Hierarchical 
clustering, Mean shift, Density-based spatial clustering of applications with noise (DBSCAN), and affinity propagation 
are used to group similar features together; Feature Selection, where methods such as Chi-square test, Information gain, 
Mutual information, and Pearson’s correlation coefficient are used to identify and select the most relevant features; and 
then Dimensionality Reduction is implemented, where algorithms like Principal Component Analysis (PCA), Latent 
Dirichlet Allocation (LDA), and t-distributed Stochastic Neighbor Embedding (t-SNE) are used to project the high-
dimensional feature space onto a lower-dimensional subspace. The dimensionality reduction techniques produce a 
reduced feature vector, which captures the most relevant information from the initial high-dimensional feature set. The 
reduced feature vector is fed into a machine-learning model, such as support vector machines (SVMs) or random forests 
(RFs). The machine learning model is trained to predict whether a given peptide sequence is an antimicrobial peptide 
(AMP) or not, based on the reduced feature vector.

（A) Sequence-based approaches: Feature engineering techniques for representing peptide sequences have 
garnered significant attention in the field of antibiofilm peptide prediction. A commonly employed approach involves 
representing the sequence using the frequency or composition of individual amino acids [42]. While this simple 
representation provides a basic characterization of the sequence, extensions to capture more complex patterns have 
been explored. These include considering the frequency of dipeptides (adjacent amino acid pairs) or constructing 
and selecting complex sequence-based features [42, 43]. In addition to sequence-based features, the physicochemical 
properties of amino acids have been widely used to derive informative features for machine learning models. Properties 
such as hydrophobicity, charge, and polarity can provide valuable insights into the peptide’s behavior and potential 
interactions [44]. Various scales and indices have been used to convert these qualities into numerical features that can 
be included in the feature vectors. Aside from these basic representations, academics have investigated more advanced 
feature engineering strategies to harness additional sources of information. Furthermore, knowledge-based features 
derived from existing databases or literature, such as known motifs or sequence patterns associated with specific 
activities, have been integrated into feature vectors to enhance the predictive power of machine learning models [45-
52] and presented in Table 2. For instance, structural information such as predicted secondary structure elements or 
solvent accessibility profiles are incorporated as features in some studies [53]. The choice of feature representation 
plays a crucial role in the performance of machine learning models for antibiofilm peptide prediction. As a result, 
careful assessment of the characteristics and their ability to gather essential information is required for the development 
of accurate and reliable models. Researchers have experimented with various combinations of sequence-based, 
physicochemical, structural, and knowledge-based characteristics, hoping to use complementary sources of information 
and improve their models’ prediction powers.

(B) Structure-based machine learning models: Specialized machine learning models have been developed to 
leverage structural information and spatial relationships within peptides. (e.g., graph neural networks, 3D convolutional 
neural networks, etc.

▪ Graph neural networks (GNNs): GNNs can represent peptides as graphs, where nodes represent amino acids and 
edges represent their spatial or sequential relationships. These models can capture complex structural patterns and have 
been applied to antibiofilm peptide prediction tasks [54].

▪ 3D convolutional neural networks (3D CNNs): 3D CNNs can directly operate on 3D structural representations 
of peptides, capturing spatial and conformational information [55]. These models can be used for predicting antibiofilm 
activity.
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3.2 Machine learning models for sequence-based prediction

Various machine learning models have been employed for sequence-based prediction of antibiofilm peptides, as 
detailed below in Table 2.

Table 2. Discriminative ML algorithms used in AMP identification and prediction

Model Description Reference

Support vector machines (SVMs) An integrated algorithm to predict AMPs by integrating sequence alignment and support 
vector machine. [56-58]

Logistic regression A statistical model that predicts the probability of a binary outcome. [59, 60]

Hidden markov models (HMMs) A statistical model that represents the probabilities of sequences of observed events. [37]

Random forests An ensemble learning method that uses multiple decision trees to improve accuracy. [37, 42, 49]

K-nearest neighbors (KNNs) A classification based on the majority vote of neighbors. [61]

Neural networks Computational models inspired by the human brain, capable of learning complex patterns. [62, 63]

Decision trees A model that uses a tree-like graph of decisions and their possible consequences. [58, 64]

Naive bayes A probabilistic classifier based on Bayes’ theorem with strong independence assumptions. [65]

3.3 Elaborating on structure-based approaches

Techniques for predicting and incorporating structural features (e.g., secondary structure, solvent accessibility, 
physicochemical properties). In addition to sequence-based features, structural information can provide valuable insights 
into the function and activity of peptides. Several techniques have been employed to predict and incorporate structural 
features, as detailed below:

▪ Secondary structure prediction: Various computational methods, such as PSIPRED [52] and SPIDER3 [45], have 
been used to predict the secondary structure elements (e.g., α-helices, β-sheets) of peptides, which can be used as input 
features for machine learning models.

▪ Solvent accessibility prediction: Tools like ACCpro [53] and SPIDER3 [45] can predict the solvent accessibility 
of amino acid residues, providing information about the exposed or buried regions of the peptide.

▪ Physicochemical property calculations: Various software packages, such as EMBOSS [66] and GROMACS [67] 
can be used to calculate physicochemical properties like charge distribution, hydrophobicity, and molecular surface area, 
which can be used as input features.

3.4 Integration of molecular dynamics simulations and machine learning

▪ Molecular dynamics (MD) simulations can provide valuable insights into the dynamic behavior and 
conformational changes of peptides. Several studies have integrated MD simulations with machine learning techniques 
to improve the prediction of antibiofilm activity and other peptide properties [67-69]. 

▪ Integrated MD-ML pipelines: Iterative pipelines that combine MD simulations with machine learning models 
have been developed, allowing for the refinement of predicted structures and the improvement of activity predictions [70].

▪ Hybrid and ensemble approaches: These approaches combine sequence-based and structure-based features. To 
leverage the complementary information provided by sequence-based and structure-based features, several studies have 
explored hybrid approaches that combine these feature types.
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▪ Concatenation of feature vectors: feature vectors representing sequence-based and structure-based information 
can be concatenated and used as input for machine learning models [62].

3.5 Ensemble learning techniques for integrating multiple models

Ensemble learning techniques have been employed to combine the predictions of multiple models, potentially 
improving overall performance and robustness:

▪ Stacking: In stacking, the predictions of individual models (e.g., SVMs, random forests, neural networks) are 
used as input features for a meta-learner, which combines them to produce the final prediction.

▪ Voting: In voting ensembles, the predictions of multiple models are combined using majority voting (for 
classification tasks) or averaging (for regression tasks).

▪ Boosting: Techniques like AdaBoost and Gradient Boosting can iteratively combine weak models to create a 
strong ensemble predictor.

▪ Hybrid architectures (e.g., deep neural networks (DNN) with machine learning models): Hybrid architectures 
that integrate deep neural networks with traditional machine learning models have been explored for antibiofilm peptide 
prediction.

▪ Multi-task learning: Neural networks can be trained to simultaneously predict multiple properties in a multi-task 
learning framework, leveraging shared representations [71].

3.6 Generative models and De Novo design

Generative adversarial networks (GANs) have been explored for the de novo design and generation of antibiofilm 
peptides.

• Sequence generation: GANs can be trained to generate new peptide sequences with desired properties, such as 
increased antibiofilm activity or improved stability [72].

• Conditional generation: Conditional GANs can generate peptide sequences conditioned on specific properties or 
constraints, allowing for targeted design of antibiofilm peptides [73].

• Reinforcement learning for peptide optimization: Reinforcement learning techniques have been applied to 
optimize peptide sequences for improved antibiofilm activity or other desired properties.

• Sequence optimization: Reinforcement learning agents can iteratively modify peptide sequences, guided by a 
reward function that evaluates the desired properties.

• Constraint-based optimization: Reinforcement learning can be combined with constraint-based optimization 
techniques to generate peptide sequences that satisfy specific design constraints.

4. Artificial intelligence and machine learning-based predictions
Biofilms’ clinical relevance and resistance to standard antibiotics necessitate the aggressive pursuit of alternative 

therapeutics. A web service called dPABBs was developed to make it easier to anticipate and generate anti-biofilm 
peptides [74]. Based on the residues’ positional preference, selected residue features, and overall amino acid 
composition, the six SVM and WEKA models applied to dPABBs were discovered to be capable of identifying anti-
biofilm peptides, with maximum accuracy (95.24%), sensitivity (92.50%), specificity (97.73%), and MCC of 0.91, on 
the training datasets. In the case of the antibiofilm peptides, it was observed that the cationic residue R or K is present 
at all five places on the N-terminus, while in the case of the QS peptides, uncharged polar residue S is in the 1st, 3rd, 
or 5th position, and anionically charged residues D and E are in the first position. Indeed, in 2014, Dziuba and Dziuba 
successfully implemented bioinformatics strategies to design effective AMPs from milk proteins [75]. A collection of 
biological sequences is placed in the database- CAMPR4 and the features used for extraction are presented in Table 3 
[76].
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Table 3. Database of biological sequences converted into suitable features for model building, followed by prediction of novel sequences [76]

Databases Characteristics ML Algorithms

Collection of anti-microbial peptides 
(CAMPR4)

Sequence-activity and specificity relationships
of AMPs

Artificial neural network (ANN), support vector 
machines and N random forest models

5. Conclusions
The rise in multidrug-resistant bacteria, particularly those that form protective biofilms, poses a severe danger 

to global health. Conventional antibiotics are losing their potency against these illnesses, thus innovative therapeutic 
techniques are badly needed. Antimicrobial peptides and antibiofilm peptides have broad-spectrum activity against a 
number of infections in vitro, making them both interesting replacements. Nonetheless, classic AMP or ABP discovery 
strategies have limitations, such as a reliance on time-consuming activity assays, that make it difficult to identify AMPs 
with different processes or specific target sites.

The advent of ML and AI in recent decades has transformed drug discovery. These powerful computational tools 
offer a breakthrough approach to developing new antibiotics, such as AMPs and ABPs. To improve AMP and ABP 
predictions, researchers are actively attempting to solve the limits of current AI and ML algorithms utilized in AMP 
and ABP discoveries. They also hope to close the gap between in vitro and in vivo data, which is necessary for practice 
specificities. Finally, they hope to overcome the limits of present approaches and fully realize the potential of AMPs and 
ABPs by augmenting datasets with a broader range of sequences, structures, and target specificities.

Future research should include in vivo data and investigate relevant biological situations for AMPs and ABPs. 
Furthermore, AI and machine learning models can be trained to predict and minimize potential toxicity during the 
design phase, resulting in safe and effective AMPs or ABPs. Furthermore, AI and machine learning models can be 
trained to predict and minimize potential toxicity during the design phase, resulting in safe and effective AMPs or ABPs.
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