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Abstract: China has carried out a large number of real estate market reforms that change the real estate market demand 
considerably. At the same time, the real estate price has soared in some cities and has surpassed the spending power 
of many ordinary people. As the real estate price has received widespread attention from society, it is important to 
understand what factors affect the real estate price. Therefore, we propose a data analysis method for finding out the 
influencing factors of real estate prices. The method performs data cleaning and conversion on the used data first. To 
discretize the real estate price, we use the mean ± standard deviation (SD), mean ± 0.5 SD, and mean ± 2 SD of the price 
and divide it into three categories as the output variable. Then, we establish the decision tree and random forest model 
for six different situations for comparison. When the data set is divided into training data (70%) and testing data (30%), 
it has the highest testing accuracy. In addition, by observing the importance of each input variable, it is found that the 
main influencing factors of real estate price are cost, interior decoration, location, and status. The results suggest that 
both the real estate industry and buyers should pay attention to these factors to adjust or purchase real estate.
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1. Introduction
The continuous soaring of real estate prices has not only increased the life pressure of citizens but also caused the 

premature overdraft of social consumption [1-3]. While demanding considerable bank loans, the price increase promotes 
the rents for commercial office buildings and factories which impact the economy. This has made the real estate industry 
become one of the major industries in the development of the national economy, and the fluctuation of real estate prices 
is affected by many factors. As the fluctuation is related to the various interests of people, they begin to analyze real 
estate prices. Substantial changes in the prices bring about many problems. It not only affects the national economy 
and peoples’ lives but also other industries [4]. Real estate prices are related to the self-interests of people as well as the 
fiscal revenues of the government at all levels and the stability of the national financial system. 

Recently, machine learning and data mining algorithms such as decision tree regression, neural networks, support 
regression vector, fuzzy regression model, and multiple linear regression have been applied to predict real estate prices 
[5-10]. Proposed approaches have admirable techniques for prediction. However, it also needs to understand what 
factors affect real estate prices for implementing the regulation policy of real estate prices [11, 12]. Therefore, we 
propose a method by focusing on the influencing factors instead of the regression model for real estate prices. The result 
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is expected to contribute to the sustainable, stable, and healthy development of the real estate market. 
This article is organized as follows. The second part mainly describes the methodology of data pre-processing, 

including raw data processing, the cleaning of missing values, and the conversion of data units. The third part explains 
how to divide the data into six sets to establish decision trees and random forest models for predicting real estate prices 
based on the model and how to test the importance of the influencing factors of real estate prices. The fourth part 
presents the discussions. Finally, based on the above discussions, the last part concludes the research result by proposing 
the influencing factors of real estate prices.

2. Data preprocessing
The data for this research is provided by Fujian Jianke Real Estate Appraisal. The data set has a total of 100 

instances. The original data must undergo data conversion and cleaning to meet the needs of the data analysis. Missing 
values in the data set are included as variables. The data is converted for the unit price of 10,000 yuan/m2 and the 
transaction price of 10,000 yuan. To establish the data analysis model, the output variable Y.price in the data set is 
discretized into three variables by calculating the mean and standard deviation.

 
2.1 The classification with mean ± SD

The mean ± SD is used to divide the value area of the classification. Values less than mean - SD are grouped in 
category 1 (low). Those in the range of between mean ± SD are grouped in category 2 (medium) while those greater than 
mean + SD are category 3 (high). The mean value and SD of the Y.price are 2.445647 and 0.9165614, respectively. The 
value of the mean ± SD is 1.529085 to 3.362208. Figure 1 shows that the three categories (low, medium, and high) have 
15, 72, and 13 observations, respectively.

Figure 1. The classification with mean ± SD 
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Figure 2. The classification with mean ± 0.5 SD

Figure 3. The classification with mean ± 2 SD

40

30

20

10

0

medium                          high                              low

co
un

t

75

50

25

0

medium                          high                              low

co
un

t



Artificial Intelligence EvolutionVolume 2 Issue 2|2021| 55

2.2 The classification with mean ± 0.5 SD 

Values less than mean - 0.5 SD are grouped into category 1 (low), those between mean ± 0.5 SD into category 2 
(medium), and those greater than mean + 0.5 SD into category 3 (high). The value of the mean ± 0.5 SD is 1.987366 to 
2.903927. Figure 2 shows that there are 25, 47, and 28 observations in category 1 (low), 2 (medium), and 3 (high).

2.3 The classification with mean ± 2 SD 

Values less than mean - 2 SD are grouped into category 1 (low), those between mean ± 2 SD into category 2 
(medium), and those greater than mean + 2 SD into category 3 (high). The value of the mean ± 2 SD is 0.6125239 
to 4.27877. Figure 3 shows that categories 1 (low), 2 (medium), and 3 (high) include 1, 95, and 4 observations, 
respectively.

3. Introduction to decision tree and random forest model
In machine learning, decision trees are models for classification and regression. They can predict and classify data 

and know what proportions of variables are the most important. As a method of knowledge representation, the decision 
tree algorithm is generally used for classification tasks. In the classification problem, the decision tree is the step of 
classifying observations based on each attribute. Generally speaking, a decision tree (Figure 4) is composed of a root 
node, several inner nodes, and several leaf nodes [13, 14]. The formation of a decision tree includes two main stages: 
the spanning tree stage and the decision tree pruning stage. Before starting to build the decision tree, the data set can be 
divided into training and testing data sets. The training data set is for model construction, and the testing data set is used 
to truly evaluate the performance of the model.

Figure 4. Tree structure diagram of decision tree

The random forest method is a combination of tree predictors [15, 16]. It is inspired by the decision tree algorithm 
and improves the decision tree algorithm to form a new type of algorithm. Random forest is different from the formation 
process of the classification and regression algorithm, which is manifested in the following aspects. The method of 
generating the training data set is different. Random forest requires the number of training data to be consistent with 
the number of original data sets. The splitting rules of the tree are different. Each node must be based on the principle 
of minimum node impurity. The pruning operation is not performed in the random forest. The impurity measurement 
method is the Gini index. If a dataset D with m data points is split into k subsets {D1, D2, ..., Dk} with sizes {m1, m2, ..., 
mk} respectively, the Gini index is represented as follows. 
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3. The used model and results
3.1 Decision tree model

The data used in this article is to set the ratio of the training data set and the testing data set to two cases: 70% 
training data and 30% testing data; 80% training data and 20% testing data. The decision trees are shown from Figure 5 
to Figure 10. Since the classification of the data set is divided into three cases and the proportion of the data set is set to 
two cases, the decision tree model has the following forms.

Figure 5. Decision tree model of 70% training data and 30% testing data with mean ± SD

(1) The ratio of the data set is 70% training data and 30% testing data with mean ± SD. From Figure 5, it can be 
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seen that there are mainly seven rules for the branch structure of the decision tree model.
Rule 1: If the transaction price is less than 1.35 million yuan and the area is greater than or equal to 77 square 

meters, the unit price level is 1 (low) accounting for 10%.
Rule 2: If the transaction price is less than 1.35 million yuan and the area is less than 77 square meters, and the 

transaction price is greater than or equal to 890,000 yuan, the unit price level is 1 (low) accounting for 7%.
Rule 3: If the transaction price is less than 1.35 million yuan and the area is less than 77 square meters, and the 

transaction price is less than 890,000 yuan, the unit price level is 2 (medium) accounting for 9%.
Rule 4: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is ordinary 

decoration and mid-range decoration, the unit price level is 2 (medium) accounting for 47%.
Rule 5: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is not ordinary or 

mid-range decoration, and the transaction price is less than 4.16 million yuan, and the area is greater than or equal to 90 
square meters, the unit price level is 2 (medium) accounting for 9%.

Rule 6: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is not ordinary or 
mid-range decoration, and the transaction price is less than 4.16 million yuan, and the area is less than 90 square meters, 
the unit price level is 3 (high) accounting for 10%.

Rule 7: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is not ordinary and 
mid-range decoration, and the transaction price is greater than or equal to 4.16 million yuan, the unit price level is 3 (high) 
accounting for 9%.

(2) The ratio of the data set is 70% training data and 30% testing data with mean ± 0.5 SD. From Figure 6, the 
decision tree model with mean ± 0.5 SD also has seven branch structure rules.

Figure 6. Decision tree model of 70% training data and 30% testing data with mean ± 0.5 SD
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price level is 2 (medium).
Rule 3: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is less than 2.82 

million yuan, and the area is greater than or equal to 66 square meters, the unit price level is 2 (medium).
Rule 4: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is less than 2.82 

million yuan, and the area is less than 66 square meters, the unit price level is 3 (high).
Rule 5: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater than 

or equal to 2.82 million yuan, and the area is greater than or equal to 122 square meters, and the transaction price is less 
than 4 million yuan, the unit price level is 2 (medium).

Rule 6: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater than 
or equal to 2.82 million yuan, and the area is greater than or equal to 122 square meters, and the transaction price is 
greater than or equal to 4 million yuan, the unit price level is 3 (high).

Rule 7: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater than 
or equal to 2.82 million yuan, and the area is less than 122 square meters, the unit price level is 3 (high).

(3) The ratio of the data set is 70% training data and 30% testing data with mean ± 2 SD. From Figure 7, it can be 
seen that there are five rules for the branch structure of the decision tree model. 

Rule 1: If the decoration is ordinary decoration, high-end decoration, mid-range decoration, the unit price level is 2 
(medium).

Rule 2: If the decoration is not ordinary decoration, high-end decoration, mid-range decoration, and the area is less 
than 39 square meters, the unit price level is 1 (low).

Rule 3: If the decoration is not ordinary decoration, high-end decoration, mid-range decoration, and the area is 
greater than or equal to 39 square meters, and the transaction price is less than 3.52 million yuan, the unit price level is 2 
(medium).

Rule 4: If the decoration is not ordinary decoration, high-end decoration, mid-range decoration, and the area is 
greater than or equal to 39 square meters, and the transaction price is greater than or equal to 3.52 million yuan, and the 
floor is greater than or equal to the 8th floor, the unit price level is 2 (medium).

Rule 5: If the decoration is not ordinary decoration, high-end decoration, mid-range decoration, and the area is 
greater than or equal to 39 square meters, and the transaction price is greater than or equal to 3.52 million yuan, and the 
floor is less than the 8th floor, the unit price level is 3 (high).

Figure 7. Decision tree model of 70% training data and 30% testing data with mean ± 2 SD 
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(4) The ratio of the data set is 80% training data and 20% testing data with mean ± SD. From Figure 8, it can be 
seen that there are six rules for the branch structure of the decision tree model.

Rule 1: If the transaction price is less than 1.35 million yuan and the area is greater than or equal to 78 square 
meters, the unit price level is 1 (low).

Rule 2: If the transaction price is less than 1.35 million yuan and the area is less than 78 square meters, and the 
transaction price is less than 860,000 yuan, the unit price level is 1 (low).

Rule 3: If the transaction price is less than 1.35 million yuan and the area is less than 78 square meters, and the 
transaction price is greater than or equal to 860,000 yuan, the unit price level is 2 (medium).

Rule 4: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is ordinary 
decoration, mid-range decoration, or simple decoration, the unit price level is 2 (medium).

Rule 5: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is not ordinary, mid-
range, or simple, and the transaction price is less than 2.8 million yuan, the unit price level is 2 (medium).

Rule 6: If the transaction price is greater than or equal to 1.35 million yuan and the decoration is not ordinary, mid-
range, or simple, and the transaction price is greater than or equal to 2.8 million yuan, the unit price level is 3 (high).

Figure 8. Decision tree model of 80% training data and 20 testing data with mean ± SD 
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than 4.74 million yuan, and the area is greater than or equal to 117 square meters, the unit price level is 2 (medium).
Rule 6: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater than 

or equal to 262, and the decoration is ordinary decoration, simple decoration, rough, and the transaction price is less 
than 4.74 million yuan, and the area is less than 117 square meters, the unit price level is 3 (high).

Rule 7: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater 
than or equal to 262, and the decoration is ordinary decoration, simple decoration, or rough, and the transaction price is 
greater than or equal to 4.74 million yuan, the unit price level is 3 (high).

Rule 8: If the transaction price is greater than or equal to 1.37 million yuan and the transaction price is greater than 
or equal to 262, and the decoration is not ordinary, simple, or rough, the unit price level is 3 (high).

Figure 9. Decision tree model of 80% training data and 20% testing data with mean ± 0.5 SD

(6) The ratio of the data set is 80% training data and 20% testing data with mean ± 2 SD. From Figure 10, it can be 
seen that there are five rules for the branch structure of the decision tree model.

Rule 1: If the decoration is ordinary decoration, mid-range decoration, high-end decoration, the unit price level is 2 
(medium).

Rule 2: If the decoration is not ordinary decoration, mid-range decoration, high-end decoration, and the area is less 
than 39 square meters, the unit price level is 1 (low).

Rule 3: If the decoration is not ordinary decoration, mid-range decoration, high-end decoration, and the area is 
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greater than or equal to 39 square meters, and the transaction price is less than 3.52 million yuan, the unit price level is 2 
(medium).

Rule 4: If the decoration is not ordinary decoration, mid-range decoration, high-end decoration, and the area is 
greater than or equal to 39 square meters, and the transaction price is greater than or equal to 3.52 million yuan, and the 
floor is greater than or equal to the 8th floor, the unit price level is 2 (medium).

Rule 5: If the decoration is not ordinary decoration, mid-range decoration, high-end decoration, and the area is 
greater than or equal to 39 square meters, and the transaction price is greater than or equal to 3.52 million yuan, and the 
floor is less than the 8th floor, the unit price level is 3 (high).

Figure 10. Decision tree model of 80% training data and 20% testing data with mean ± 2 SD

3.2 Random forest model

Random forest construction is set to randomly select two variables at each node of each tree to generate 100 
decision trees. The results are shown from Figure 11 to Figure 16. Similar to the decision tree model, the random forest 
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Figure 11. The variable importance of random forest of 70% training data and 30% testing data with mean ± SD
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(1) The ratio of the data set is 70% training data and 30% testing data with mean ± SD. Figure 11 shows the 
result. In Figure 11, the “Mean Decrease Accuracy” and “Mean Decrease Gini” are two important indicators of the 
random forest model. Among them, the first one represents the decrease in the accuracy of the random forest prediction. 
The larger the value, the more important the variable. The second one represents the effect of each variable on the 
heterogeneity of the observed value at each node in the classification tree. The larger the value, the more important the 
variable. From Figure 11, we can know that the “Mean Decrease Accuracy” value and “Mean Decrease Gini” value 
of X3.cost is the largest, followed by X9.decorate, X5.area, and X6.use, indicating that these four input variables are 
relative to several other variables.

(2) The ratio of the data set is 70% training data and 30% testing data with mean ± 0.5 SD. From the Accuracy 
value and Gini value, it can be seen that the four variables of X3.cost, X6.use, X9.decorate, and X5.area are still 
relatively large. They are very important in the influencing factors of real estate prices. (Figure 12).

Figure 12. The variable importance of random forest of 70% training data and 30% testing data with mean ± 0.5 SD

(3) The ratio of the data set is 70% training data and 30% testing data with mean ± 2 SD. The largest accuracy and 
Gini values in Figure 13 are X3.cost, X6.use, and X5.area. These three variables are very important.

Figure 13. The variable importance of random forest of 70% training data and 30% testing data with mean ± 2 SD
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(5) The ratio of the data set is 80% training data and 20% testing data with mean ± SD. It can be seen from the 
figure that the variables X3.cost, X6.use, X9.decorate, and X5.area are more important. (Figure 15).

(6) The ratio of the data set is 80% training data and 20% testing data with mean ± 2 SD. It can be seen that these 
four variables X3.cost, X6.use, X9.decorate, and X5.area are still more important. (Figure 16).

 Variable Importance

X4.elevator
X6.use
X7.building_structure
X3.cost
X5.area
X8.floor
X9.decorate

Mean Decrease Accuracy     Mean Decrease Gini1         2           3
0.00
0.00
0.00

-1.01
-1.01
-1.01
-1.43

0.00
1.76
0.00
0.60
2.35
0.91
0.27

0.02
0.05
0.00
1.38
1.53
0.75
0.71

0.00
1.76
0.00
0.69
2.31
1.07
0.54

0
0
0
0
0
0
0

 Variable Importance

Mean Decrease Accuracy   Mean Decrease Gini1           2          3
X3.cost
X4.elevator
X9.decorate
X6.use
X5.area
X7.building_structure
X8.floor

13.37
-0.18

1.06
0.94
1.07
0.00
0.26

8.85
0.45
1.24
4.44
3.19
0.00

-1.36

8.05
2.46
1.51
1.42
0.45
0.00

-0.65

16.08
1.34
2.11
4.07
3.55
0.00

-1.32

9.87
0.52
3.23
0.66
5.39
0.00
3.21



Artificial Intelligence EvolutionVolume 2 Issue 2|2021| 63

Figure 14. The variable importance of random forest of 80% training data and 20% testing data with mean ± SD

Figure 15. The variable importance of random forest of 80% training data and 20% testing data with mean ± 0.5 SD

Figure 16. The variable importance of random forest of 80% training data and 20% testing data with mean ± 2 SD

4. Discussions
The data used in this article is to set the ratio of the training data set and the testing data set to two cases: 70% 

training data and 30% testing data; 80% training data and 20% testing data. Since the classification of the data set is 
divided into three cases and the proportion of the data set is set to two cases, the decision tree model has the following 
forms.

(1) The ratio of the data set is 70% training data and 30% testing data with mean ± SD. The testing accuracy of the 
model is 93.7%.

(2) The ratio of the data set is 70% training data and 30% testing data with mean ± 0.5 SD. The testing accuracy of 
the decision tree model is 84.6%.

(3) The ratio of the data set is 70% training data and 30% testing data with mean ± 2 SD. The testing accuracy of 
this model is 87.9%.

(4) The ratio of the data set is 80% training data and 20% testing data with mean ± SD. The testing accuracy of the 
decision tree model is 87.8%.

(5) The ratio of the data set is 80% training data and 20% testing data with mean ± 0.5 SD. The testing accuracy of 
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the decision tree model is 84.3%.
(6) The ratio of the data set is 80% training data and 20% testing data with mean ± 2 SD. The testing accuracy rate 

of the decision tree model is 88.1%.
Random forest construction is set to randomly select two variables at each node of each tree to generate 100 

decision trees. Similar to the decision tree model, the random forest model is also divided into six forms for comparison.
(1) The ratio of the data set is 70% training data and 30% testing data with mean ± SD. The testing accuracy of the 

random forest model is 96.7%.
(2) The ratio of the data set is 70% training data and 30% testing data with mean ± 0.5 SD. The testing accuracy of 

random forest is 98%.
(3) The ratio of the data set is 70% training data and 30% testing data with mean ± 2 SD. The testing accuracy of 

random forest is 88.9%.
(4) The ratio of the data set is 80% training data and 20% testing data with mean ± SD. The testing accuracy of 

random forest is 93.4%.
(5) The ratio of the data set is 80% training data and 20% testing data with mean ± 0.5 SD. The testing accuracy of 

the random forest model is 96.5%.
(6) The ratio of the data set is 80% training data and 20% testing data with mean ± 2 SD. The testing accuracy of 

the random forest model is 88.9%.
The results of testing accuracy for the decision tree and random forest model are listed in Table 1 and Table 2. 

Judging from the decision tree and random forest model established in the above six forms, the first form (that is, the 
data set ratio is 70% training data and 30% testing data) has the best testing accuracy. For the decision tree, the three 
input variables X3.cost, X9.decorate (interior decoration), and X5.area (location) are the most important influencing 
factors. According to these three input variables, the price of the output variable Y.price can be predicted and classified. 
According to the variable importance given by the random forest model, we can divide the importance of influencing 
factors into: X3.cost, X6.use (status), X9.decorate, X5.area. 

Table 1. The testing accuracy for the decision tree model

The data set ratio is 70% training data
and 30% testing data

The data set ratio is 80% training data
and 20% testing data

mean ± SD 93.7% mean ± SD 87.8%

mean ± 0.5 SD 84.6% mean ± 0.5 SD 84.3%

mean ± 2 SD 87.9% mean ± 2 SD 88.1%

Table 2. The testing accuracy for the random forest model
 

The data set ratio is 70% training data 
and 30% testing data

The data set ratio is 80% training data
and 20% testing data

 mean ± SD 96.7% mean ± SD 93.4%

mean ± 0.5 SD 98% mean ± 0.5 SD 96.5%

mean ± 2 SD 88.9% mean ± 2 SD 88.9%

5. Conclusions and future works
In this paper, we propose data analysis on the influencing factors of the real estate price. The used dataset is 

obtained from the company of Fujian Jianke Real Estate Appraisal. First, the decision tree model is used to find the 
decision rules for decision-makers. Thereafter, we can know that the best accuracy obtained from the data set is divided 
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into 70% training data and 30% testing data by using the decision tree and random forest model. Moreover, the best 
accuracy of the decision tree model with mean ± SD is 93.7% and the random forest with mean ± 0.5 SD is 98%. The 
higher the score of mean decrease accuracy or Gini, the higher the importance of the factor in the model of real estate 
prices. From the decision tree and random forest model, the main influencing factors of real estate price are cost (X3.
cost), interior decoration (X9.decorate), location (X5.area), and status (X6.use). Therefore, buyers should pay more 
attention to these factors and use these factors to predict the real estate price. In addition, the real estate industry can also 
adjust prices appropriately through these influencing factors. In the future work, authors will use other approaches such 
as weighted concept lattice and Hamming distance, Shannon entropy, and deep learning to do more research for finding 
out the influencing factors of real estate price [17-19].
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