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Abstract: Moving or dynamic object analysis continues to be an increasingly active research field in computer vision
with many types of research investigating different methods for motion tracking, object recognition, pose estimation,
or motion evaluation (e.g. in sports sciences). Many techniques are available to measure the forces and motion of the
people, such as force plates to measure ground reaction forces for a jump or running sports. In training and commercial
solution, the detailed motion of athlete’s available motion capture devices based on optical markers on the athlete’s
body and multiple calibrated fixed cameras around the sides of the capture volume can be used. In some situations, it is
not practical to attach any kind of marker or transducer to the athletes or the existing machinery are being used, while
it is required by a pure vision-based approach to use the natural appearance of the person or object. When a sporting
event is taking place, there are opportunities for computer vision to help the referee and other personnel involved in
the sports to keep track of incidents occurring, which may provide full coverage and analysis in details of the event for
sports viewers. The research aims at using computer vision methods, specially designed for monocular recording, for
measuring sports activities, such as high jump, wide jump, or running. Just for indicating the complexity of the project:
a single camera needs to understand the height at a particular distance using silhouette extraction. Moving object
analysis benefits from silhouette extraction and this has been applied to many domains including sports activities. This
paper comparatively discusses two significant techniques to extract silhouettes of a moving object (a jumping person)
in monocular video data in different scenarios. The results show that the performance of silhouette extraction varies in
dependency on the quality of used video data.
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1. Introduction

The goal of computer vision is to understand the scenes (captured by a camera) in the real world. It offers
implementation and design solutions for the methodological and algorithmic problems related to a specific topic [1].
At present computer vision plays a vital role in many fields related to technology [2]. The implementation of computer
vision can be found in a wide range such as face recognition [3] login in a modern computer, in smartphones [4],
vision-based driver assistance system [5], and audio-visual interaction with computer games [6]. Computer vision is
continuously improving the quality and process control in many factories or industrial automation [7]. Computer vision
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contributes alot in the film industry such as the creation of AVATAR and TRON (virtual worlds derived from image
data, enhanced of historic video data) [1]. This is just mentioning a few application areas, which all come from various
sources of recorded image or video data. In many situations, these data may need to be processed or analyzed [1].

Vision plays an important role in balance and postural control in human movement, where proprioception and
vestibular function are involved. Monocular vision is seeing with only one eye at a time (see Figure 1). When both eyes
are used, this would be binocular vision (to perceive 3D estimation).
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Figure 1. Angular regions a seen by one or both eyes

3D estimation and visualization of motion in a multi-camera network for sports has been proposed by [8]. The
work illustrates how a low-cost camera network can be effectively used for performance analysis if the tennis ball and
player tracking from a match scenario is known [9]. Extended the common techniques proposed by [10] where memory
augmented deep generative models for 2D ball tracking, feature-based automatic video synchronization, and 3D
estimation are described and utilized the above-mentioned techniques and improvise the overall quality of the system by
developing own algorithm for prediction in case of temporally missing points in a ball’s trajectory.

Xu et al. presented a novel approach for automatic sports video semantic event detection [11] based on analysis and
alignment of webcast text and broadcast video and head pose in sport [12]. In this study, webcast text has been analysed
to cluster and detect text events in an unsupervised way using probabilistic Latent Semantic Analysis (pLSA). Based on
the detected text event and video structure analysis, a Conditional Random Field Model (CRFM) has been employed
to align text event and video event by detecting event moment and event boundary in the video. The incorporation of
webcast text into sports video analysis significantly facilitates sports video semantic event detection. The experiments
have been conducted on 33 hours of soccer and basketball games for webcast analysis, broadcast video analysis, and
text/video semantic alignment [11].

Multimarket tracking has been a difficult problem of broad interest for years in computer vision. Surveillance is
perhaps the most common scenario for multi-target tracking, but team sports is another popular domain that has a wide
range of applications in the strategy analysis, automated broadcasting, and content-based retrieval. Recent work in
pedestrian tracking has demonstrated promising results by formulating multi-target tracking in terms of data association
using deep learning models [13-16]. Support vector machine technology is used as a statistical learning model to
embrace region and pixel models [17]. However, there is limited information on the used dataset or qualitative analysis
to interpret the results.

The paper is structured as follows. Section 2 reviews human motion detection by monocular vision, section 3
reviews the existing problem in object detection using monocular vision Section 4 presents the proposed and the
compared methods. Section 5 provides the experiment result and a comparative discussion. A comparative discussion
presented in Section 6. Section 7 concludes.

2. Monocular vision and human motion

In the monocular vision (as shown in Figure 1), both eyes are used separately which affects how the brain perceives
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its surroundings by decreasing the available visual area. This is an impairing peripheral vision on one side of the body
which compromises depth perception. These are the major contributors to the role of vision in balance [18].

In the monocular vision, the field view is increased, while depth perception is limited [19], but the fact that 20
percent of the visual field is now effectively considered as a blind spot. This could increase to 40% if the unaffected eye
tries to look in the side of the affected direction since it will be obstructed by the bridge of the nose (see Figure 2) [20].
Thus, the range and scope in monocular vision are different compared to binocular vision. The major difference between
monocular vision and binocular vision can be noticed in the line of sight of the two eyes. With monocular vision, only
one eye can take part in the visual field presented. With binocular vision, both eyes are used to take in the visual field.
Monocular vision does not overlap vision fields because the eyes are located (left and right) besides the nose [21]. In
computer vision, when one camera is used it is considered monocular vision and when two cameras are employed it is
considered binocular vision.

140-160 degree
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20-40
degree
Is lost
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Figure 2. Graphic illustration of the visual field of a person with monocular vision

Visual measurement of the racket trajectory in spinning ball-striking for table tennis players has been proposed
by [22]. Robotics table tennis has been fascinating among researchers all over the world, as it is a challenging task in
both machine vision and control fields. However, a robust vision system and precise control of the manipulator required
in the task are only the basic parts to fulfill playing ping-pong with people [22]. Over the past decades, some robotic
systems could already compete against a human being for hundreds of rounds. Acosta et al. developed a low-cost ping-
pong player using a monocular vision system [23]. Nevertheless, the aforementioned robotic systems apply only to the
non-spinning case. Returning the spinning ball by a robot remains an international puzzle. Rotational measurement of
the flying ball, prediction of the spinning ball succeeding trajectory, and strategy planning of striking the spinning ball,
are all crucial to return a spinning ball. Among these factors, rotational measuring is a prerequisite.

Several studies already exist on rotational detection. In [24], a method for detecting the rotation using a ball marked
with some feature points was provided and the rebound phenomenon between a ball and the table/racket rubber was also
studied therein. High-speed multiple cameras with the capturing rate of 900 frames per second (f/s) or 1200 f/s were
also needed to capture the image of the ball with marks [25-26]. The approaches with excellent performance have two
common characteristics. First, the experimental expenses are largely due to the high-speed cameras with capture rates
over 1000 f/s. Second, it requires a stricter experimental condition. Strong light sources and marked balls are needed in
the experiments for high-speed cameras.

Wau et al. proposed a method to calculate the rotational velocity with the first several measured positions of the
flying ball on the trajectory [27]. Ivan et al. proposed a new fast and robust Kinematic method [28] based on monocular
vision is proposed to extract the feature sequence of rackets pose during the process of striking. Considering the
complexity of the working environment and fast movement of the racket, a novel image processing technique such as a
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corner extraction algorithm with good robustness and high efficiency is presented, which mainly consists of two parts, i.e.,
target segmentation and line detection. Then PnP-based algorithm is adopted to get the rough pose of the racket, which is
then optimized by an orthogonal iteration algorithm to guarantee the orthogonality of the racket’s orientation matrix [29-30].

3. Research problem

Recognizing object movement especially a human movement in a video has become a common research interest in
computer vision and also in machine learning [31]. It is more difficult to extract the silhouette from the actual moving
objects in a background scene where it is very complex [32] with several camera motions [33].

Extracting meaningful human motion information from video sequences is of interest for applications like
intelligent human-computer interfaces, biometrics, video browsing, and indexing, virtual reality, or video surveillance. A
robust human motion perception system has to necessarily deal with incomplete, ambiguous, and noisy measurements.
Fundamentally, these difficulties persist irrespective of how many cameras are used [34].

Motion segmentation in video sequences is known to be a significant and difficult problem, which aims at detecting
regions corresponding to moving objects [35] such as people in sports scenes. Background subtraction is a particularly
popular method for motion segmentation, especially in situations with a relatively static background [36]. It attempts
to detect moving regions in an image by the difference between the current image and a reference background image
in a pixel-by-pixel fashion [37]. However, it is extremely sensitive to changes in dynamic scenes due to lighting and
extraneous events [38].

In this study, several videos have been fed into different computer vision algorithms such as frame difference in
Background subtraction, multi-layer background subtraction, and statistic frame difference in background subtraction to
obtain the most accurate silhouette of the moving object. This study first obtained the video data (captured at 720 x 1280
pixels by a single camera: Samsung J5) for the sports motion. In the first video sample, the girl is jumping indoor where
the lighting condition was poor and the ground was comprised of elasticity; no other object movement occurred in this
situation (see Figure 3).

In the second video sample, a person is skipping and another one is jumping outdoor where the lighting condition
was better compared to the first video. In both cases the camera pixels were similar. In this case, some other object
movement in the background has been detected (see Figure 3).

Figure 3. Sample motion: Sports activity (indoor and outdoor)

The performance of silhouette extraction may differ due to the frame rate per sec, frame width, frame length, data
rate in a camera during video shooting besides the camera resolution. The existing computer vision is proven to be good
to detect the vertical movement of an object. However, when it involves sports the horizontal movement also counts as
an important factor such as in a jump both the human body and clothes move upward while during walking (vertical
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movement) it may not be a considerable factor in the performance of object detection. Not only that in a jump scenario if
the sport participant is a girl then the hair may move up which may affect the performance of silhouette extraction.

4. Research method

Background Subtraction is a process to detect a movement or significant differences inside of the video frame,
when compared to a reference, and to remove all the non-significant components (background) [39]. In this study,
we have employed frame difference and multilayer background subtraction to extract silhouette. For this research, a
methodology has been designed. The graphical representation depicts the research design and steps to be followed
(Figure 4).

Moving object analysis benefits from silhouette extraction. At present, this study comparatively discusses two
significant techniques to extract silhouettes of a moving object (here a jumping person) in monocular video data in
different scenarios. The results show that the performance of silhouette extraction varies in dependency on the quality
of used video data. To detect the moving object especially in sports scenarios with monocular vision, RGB mean-shift
segmentation, several background subtractions, and foreground subtraction methods.
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Figure 4. Research method
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4.1 Frame difference in background subtraction

Frame differences are computed by finding the difference between consecutive frames. In this phase, the first step is
to read the videos then convert them to frames. We compute the frame difference F in a time interval i.e. between F; and
F..,, represented by

F=F.,—-F (1)

In the video sequence of a total of 584 frames in 19s, F, to Fy, is in the elastic ground plane with ¢, to ¢,,. The
silhouette extraction could not perform better due to elasticity in the ground plane. While the performance is better in
F 5, to the end of the video due to no elasticity on the ground plane.

In another outdoor sports video of a total frame of 689 in Figure 5 & 6 depict that the performance may vary when
the outdoor environment is noisy (such as a tree is shaking due to windy). In other scenarios, if the outdoor is not much
noisy the background subtraction method frame difference for the human movement performs better (see Figure 7).

Figure 6. Sample in sports: Jump outdoor
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Figure 7. Sample in sports: Skipping

4.2 Multi-layer background subtraction

We applied a robust multi-layer background subtraction technique [40] which takes advantage of local texture
features represented by Local Binary Patterns (LBP) and photometric invariant color measurements in RGB color space.
In texture and color features we introduce the local binary pattern that is to model texture and the photometric invariant
color measurements, which are combined for background modeling and foreground detection. Hence, the performance is

better here (see Figure 8).

Figure 9. Silhouette extraction

Volume 3 Issue 1]2022| 7 Cloud Computing and Data Science



5. Silhouette extraction

The silhouette is an image region defined by the circumscribing occlusion boundary, needed, for example, for
human pose understanding [41]. Accurate detection and the elimination of moving cast shadows are still a challenge
besides numerous efforts in this area with substantial achievements. In this study, we have employed the multilayer
background subtraction method to extract the human silhouette extraction from several videos such as in Figure 9 first
row explains several pedestrians were walking, 2nd and 3rd rows explain the sports activity such as workout.

6. Discussion

In this study we have used six video sequences, i. e. jump (indoor), jump (outdoor), skipping (outdoor), walk
(outdoor), exercise (indoor), exercise workout (outdoor). We have noticed that when we employ frame difference for
the indoor video data the performance is better when there the plane is free from elasticity. On the other hand, the same
method performed better when the lighting condition is better. In both cases, the frame difference algorithm suffers for
either camera is shaking or noise occurs.

However, Figure 10 shows that multilayer background subtraction outperforms mostly when the video quality is
better, the frame rate is not more than 30 fps, the frame width, and height is equivalent to 720 p video resolution, and
when no camera movement has occurred. Figure 10 depicts the performance between frame difference and multilayer
background subtraction. The performance frame difference performs better than multilayer which is 67.69% while
the frame rate in both methods was nearly the same which is 585. This is because in multilayer segmentation to the
background cannot be removed completely.

Silhouette Extraction

786

800
700
600
500
400
300
200

100
97.36

74.56 63.23

Accuracy

Frame rate

Better detection

B Walk ® Exercise # Exercise workout

Figure 10. Silhouette extraction performance implemented on three sports activities
(Walk, Exercise, and Exercise workout) using Frame difference method versus Multilayer

To test the performance of silhouette extraction we have employed three different data sets here which are namely
walking, Exercise and exercise workout (see Figure 11). We adopt the pixel-based measurements as employed in [42]
with the proposed and implemented accuracy calculation as follows:
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Accuracy = TP+ TN 2)
TP+ FP+TN + FN

Where TP notation in Eq. (2) represents the total number of true positive pixels, TN stands for True Negative as it
represents the total number of pixels showing in silhouette but it belongs to background. FN represents the total number of
false-negative pixels, and FP represents false positive pixels. For the sake of clarity, we treated shadow areas in silhouette as
False Positive (FP) and missing areas as False Negative (FN).

We noticed that the accuracy is better (97.36% for walk data) when the total video length is small with a smaller
number of frames. The second-highest performer is exercise video data (74.56%) as noted the number of frames is less
than exercise workout which is 570 dues to shorter video length while the lowest performance is 63.23% for exercise
workout which contains 786 number frames.

Frame Difference vs Multi Layer

585 586
396
256
B e

Frame rate Fair visibility Accuracy

B Frame Difference B Multi Layer

Figure 11. Test performance of frame difference versus multilayer method using three criteria
(frame rate detection, fair visibility, and accuracy)

7. Conclusion

We presented a comparative performance evaluation of silhouette extraction using frame difference and multilayer.
As preprocessing we applied the video stabilization technique. Afterward, we applied frame detection with background
subtraction and multilayer background subtraction for extracting the silhouette from moving objects. The two
methods are then systematically compared on various jumping person sequences. Experiments performed to show the
performance of silhouette extraction vary due to the quality of the video (i.e. lighting condition, frame rate, data rate).
For the video sequence of exercise, it performed nearly well. The indoor sports video with poor lighting conditions for
jump worked better in astable ground plane compared to the elastic ground plane. In the other video of skipping it was
difficult to observe the performance due to the background object’s movement, even the lighting condition was better.
Where multilayer background subtraction offers the best performance regardless of the data rate, frame rate while the
lighting condition is better and the video is stabilized. One solution to improve the multilayer frame difference is to
investigate the usage of Self-Organizing Background Subtraction (SOBS) or Convolutional Neural Networks (CNN)
focusing on the domain of sport activities.
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