Prediction of Barrier Option Price Based on Antithetic Monte Carlo and Machine Learning Methods
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Abstract: Option pricing has become a popular topic in the fields of finance and mathematics with the rapid development of stock and option markets. Now, more and more academics, financial companies and investors are attracted to study and do research about it. The theory of option pricing can also be used to price financial instruments with the similar structure to options and contribute to risk control and management. The Black-Scholes model is the basic and famous method applied for different options pricing with modifications and adjustments, and the results can be solved by some traditional numerical methods such as the binomial model, finite difference method, Monte Carlo method and so on. Machine learning has risen recently and begins to replace some complex work in traditional methods with the evolution of computers and computing power. How to use machine learning methods to predict the option price is a problem worthy to be solved. In this research, using the antithetic Monte Carlo method generates the prices of the up-and-out barrier options without rebate based on the Black-Scholes model. The generated dataset is divided into a training set and a test set for support vector regression, random forest, adaptive boosting and artificial neural networks. We compare the fitting and performance of all machine learning methods and find that random forest and artificial neural network methods fit better than others with fewer errors in predictions.
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1. Introduction

With the improvement of the financial market system, different kinds of options play an important role with the advantages of low transaction costs and diverse strategies, which are more suitable for individual investors to buy and sell [1]. Meanwhile, new options are constantly being constructed to trade in markets as underlying stock indices, metals, energy, and other technologies emerge [2]. Barrier options are quite popular with cheaper prices among all options.

Zheng and Wei [3] constructed a hedging strategy of barrier option prices using the Black-Scholes model and Monte Carlo method to analyze the results of the Greek letters and observed that this strategy can reduce the cost of hedges and perform well. Nouri and Abbasi [4] used random variables from a uniform distribution for pricing down-and-out call options and double barrier options to modify the Monte Carlo algorithm. They focused on calculating the
first hitting time and concluded that the modified one can reduce the errors of predictions. Umeorah and Mashele [5] calculated the barrier option prices by Crank-Nicolson finite difference method. They observed the convergence of results by increasing the steps of discretization and the effect of changing the rebates on option values, and the values of the Crank-Nicolson finite difference method and antithetic Monte Carlo are more accurate than the value of Monte Carlo method. Gao et al. [6] deduced the formulas for pricing American barrier options under uncertain environments by uncertain differential equations and may consider other options in this way in the future. Cao et al. [7] selected several stocks as the basket options with barriers and used the Monte Carlo method to simulate the price and test the performance of the options. Shrivastava and Verma [8] applied bagging methods that contained support vector machine, nearest neighbor classification and decision tree to forecast the option prices for Indian stock market to increase the accuracy of predictions. They also combined cascaded neural network model with optimization algorithms to predict the price of options and obtained better results compared to deep neural network [9]. Gan et al. [10] used traditional numerical methods for pricing geometric and arithmetic Asian options and trained Back Propagation neural network of which the run time is reduced significantly. Chowdhury et al. [11] changed the strike price, time and volatility parameters to modify the Monte Carlo method and forecasted the values of call and put options with a decision tree, neural network and ensemble learning method, and then they discussed the relationship between stock price and volatility based on experimental results.

Most papers on pricing the options above are concentrated on deriving the formulas and improving the numerical methods to reduce the errors, and the others focus on the applications of machine learning methods with historical data. The goal of this research is present the methods of barrier option pricing and provided suggestions to budding researchers. Based on the improvement and combination of models above, this research is comparing the performance of different machine learning methods with the data simulated by the improved Monte Carlo method and determines which method is more capable of handling the task for up-and-out barrier option pricing.

The remainder of this research is summarized as follows. Section 2 introduces the concepts of barrier option, the Black-Scholes model and the antithetic Monte Carlo method of option pricing in detail. Section 3 describes the basic contents of four machine learning methods: support vector regression, random forest, adaptive boosting and artificial neural network. Section 4 prepares the data for the experiment and summarizes the performance of machine learning methods by analyzing the results of the experiment. Finally, we conclude this research in Section 5.

2. Option pricing models

Option, a type of financial derivative, is a contract that gives the holders the right to buy or sell an asset at a certain date or any time before the date [12]. The certain date of the option is called the maturity date. There are two types of the options which are call options and put options. The holder of a call option has the right to buy an asset at a certain price defined as the strike price, while that of a put option has the right to sell. According to the time of exercise, there are European options and American options. A European option can only be exercised at the maturity date, while an American option can be exercised at any time before or at the maturity date.

Barrier options are path-dependent exotic options with a more complex structure than basic European call or put options. A barrier option can only be exercised or expired once the asset price crosses the barrier level before the maturity date. If the underlying asset price of a barrier option does not cross the barrier level during the whole option’s period, this option can be considered a normal European call or put option. If a barrier option is expired because of knocking out, a rebate may sometimes be provided to the holder of the contract. There are also two types which are
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up-and-out and down-and-out options. An up-and-out barrier option will expire worthless when the underlying asset price rises above the barrier level before or at the maturity date. For a down-and-out option, the option will be knocked out if the asset price decreases below the barrier level.

2.1 Black-Scholes model

The Black-Scholes model is used for computing the price of a European call or put options in continuous time, which was proposed by Myron Scholes and Fisher Black and modified by Robert C. Merton [12]. The Black-Scholes model assumes that there is one risk-free asset and one risky asset in the financial market. It is assumed that \( r \) is the risk-free interest rate during the period and is obtained from national debt, \( q \) and \( \sigma \) are the dividend yield and the volatility of a stock, respectively. Let \( W(t) \) be a Wiener process under the risk-neutral probability measure. The process of the stock price \( S(t) \) follows the stochastic differential equation below.

\[
dS(t) = (r - q)S(t)dt + \sigma S(t)dW(t)
\]

(1)

By Ito’s lemma, the value of option \( V \) should be satisfied the following partial differential equation.

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \frac{\partial^2 V}{\partial S^2} \sigma^2 S^2 + (r - q) \frac{\partial V}{\partial S} S - rV = 0
\]

(2)

Considering an up-and-out option with strike price \( K \), time to maturity \( T \), barrier level \( B \) and no rebate, the barrier option value is given by

\[
V(0) = e^{-rT} V(T)
\]

(3)

with the payoff as below.

\[
V(T) = \begin{cases} 
\max(S(T) - K, 0), & \text{if } \max(S(t)) < B \text{ with } 0 \leq t \leq T \\
0, & \text{otherwise}
\end{cases}
\]

(4)

2.2 Antithetic Monte Carlo

The Monte Carlo method is a statistical method for solving computational problems by generating random samples. It can simulate several paths of a target variable and get the results for each path. The solution is the mean of the results or the frequency of certain values [12]. Compared with other numerical methods, there are not too many deductions of formulas and algorithms in the Monte Carlo method [13]. It is easier to understand and get the simulation of processes by computer programming. Monte Carlo methods with antithetic sampling considered antithetic Monte Carlo can reduce the variance by generating new samples which are negatively correlated with the original samples [14].

For calculating an option price, the first step is to set the number of paths and steps for each path. According to the formula of stock price, the process of price can be generated randomly step by step for each path. The option price is the current value of the expected value of the payoffs. Solving Equation 1 by Ito’s lemma, the stock price processes in antithetic Monte Carlo follow the function below:

\[
S_1(t + \Delta t) = S_1(t)e^{(r - \frac{1}{2} \sigma^2) \Delta t + \sigma \sqrt{\Delta t} W(t)}
\]

(5)

\[
S_2(t + \Delta t) = S_2(t)e^{(-r - \frac{1}{2} \sigma^2) \Delta t - \sigma \sqrt{\Delta t} W(t)}
\]

(6)
where $\Delta t = \frac{T}{M}$ is the time interval, $M$ is the number of steps and $\epsilon$ is a random number of the standard normal distribution.

Using antithetic Monte Carlo to simulate the stock prices for one path will obtain two values $S_1(T)$ and $S_2(T)$ based on Equation 5 and Equation 6 step by step. Each $S(T)$ in a path is corresponding to a value of $V(T)$ satisfying Equation 4. The mean of these two values of $V(T)$ is the payoff in this path. The option payoff is the expected value of all payoffs with $N$ paths, and the formula of the option value is shown below:

$$V(0) = \frac{e^{-rT}}{N} \sum_{i=1}^{N} \frac{V_{1i}(T) + V_{2i}(T)}{2}$$

(7)

Set the parameters $S(0) = 10; K = 11; B = 13; r = 0.03; q = 0.04; T = 1; M = 500; \sigma = 0.3$. The stock price processes of barrier options can be simulated by the antithetic Monte Carlo method as Figure 1 shows. There are two possibilities for the stock price shown in the Figure 1. One is knocked out for hitting the barrier level before the maturity date, the other one is regarded as a normal European option. The computer programming runs in 0.0180 seconds for these two processes.

3. Machine learning methods

With the development of computer science, machine learning is a study of computer algorithms widely used for processing data and simulating to obtain new information or knowledge from raw and messy data. In this research, there are four machine learning methods such as support vector regression, random forest, adaptive boosting and artificial neural network for predicting the prices of barrier options.

3.1 Support vector regression

Developed by Vladimir N. Vapnik and Alexander Y. Lemer, a Support Vector Machine (SVM) is a generalized supervised learning classifier used for regression and classification [15]. The objective of an SVM algorithm is to find out a hyperplane by maximizing the margin between the hyperplane and the nearest sample point to separate two classes.
so that most sample points are outside the decision boundaries. Different from SVM, a Support Vector Regression (SVR) is minimizing the margin between the hyperplane and the farthest sample point to make as many points as possible inside the decision boundaries, and it is easy to understand and operate.

3.2 Random forest

Random Forest (RF), a decision-making method, contains multiple decision trees unconnected between each one, and the result is the mode or the mean of the individual trees’ classes. This method can speed up the training speed, reduce the risk of overfitting problems and get a more accurate result than an individual decision tree model [16]. The algorithm of RF is selecting a certain amount of samples from the training set based on sampling with the replacement for training each decision tree. For each decision tree, the root node represents the object, each internal node represents an attribute, and each leaf node represents a class [15]. Determining which attribute to satisfy and choosing the branch to enter until reaching the leaf node can get the result in a tree.

3.3 Adaptive boosting

Adaptive Boosting (AdaBoost) is one of the Boosting algorithms for reducing bias in machine learning. It obtains a weaker learner by training a certain amount of samples at first and then combines the misclassified samples with new data to get a new training set for a second weaker learner [17]. The third training set is constituted by the misclassified samples of the first two sets and new data, and so on until all samples are classified correctly. The main advantage of AdaBoost is considering the weight of each weaker learner. A strong learner is built when the number of iterations or error rate reaches the specified value.

3.4 Artificial neural network

Artificial Neural Network (ANN or NN) is a key deep learning algorithm of artificial intelligence for imitating the features of biological neural networks and processing the information. An NN model simulates the nervous system of brains by modeling artificial neurons so that it can learn based on the data set and store the results in the edges which keep the signals to connected neurons [18]. Each neuron with weight and threshold adjusted with learning will send a signal if the output is over the threshold, otherwise, there is no message transmitted to the next layer of the networks. To build an NN model, we can not only use the sklearn package but also some famous commercial packages such as tensorflow, keras and pytorch [19]. In this research, keras has been used to build a NN regressor with different numbers of layers and neurons.

4. Experiments

4.1 Data preparation

The data of the up-and-out barrier options without rebate of which the prices are generated by antithetic Monte Carlo is considered as the dataset in the research. Using the antithetic Monte Carlo method simulates 10,000 up-and-out option prices with 5,000 paths for each option and 500 time steps for each path. The parameters with fixed values for computing the prices are the initial value of the stock price $S(0)$ and the risk free interest rate $r$ which are set as 100 and 0.03, respectively. The other parameters used to compute the option prices are the dividend yield $q$ and the volatility $\sigma$ of the stock, time to maturity $T$, strike price $K$ and barrier level $B$ which are generated randomly from normal distribution based on certain conditions and reference possible values [20]. The ratios of strike price and barrier level to initial value replace strike price and barrier level in the data set in order to concern the relationship between these three parameters. There are 6 parameters totally in the data set, and the data range of them is as follows.
In Table 1 above, the minimum value of up-and-out barrier option prices is 0, which means that the option is knocked out or the price of option does not exceed the strike price during the maturity, so it is meaningful and cannot be deleted from the dataset. The programming takes around 28 seconds for calculating one barrier option price and more than 48 hours for all option prices in dataset by the antithetic Monte Carlo method.

The data set is divided into the training set and test set in the ratio of 7:3 for training and testing machine learning methods discussed in the research. The option value is considered the dependent variable, and the other parameters in the data set are independent variables. The programming uses the packages of sklearn and keras to complete the parameter tuning of these machine learning methods and forecast the option values.

4.2 Model performance

Evaluating the performance of machine learning methods needs analyzing errors between the predicted results and the actual values in the training set and the test set. The smaller the error of predictions, the better the performance of model. The following indicators are commonly used for model evaluations.

*R-squared* also called the coefficient of determination is a basic indicator used for evaluating the fitting of prediction models, and its value is usually between 0 and 1. The closer the result is to 1, the higher the fitting degrees. Conversely, the model fits worse if the value is 0. The formula of *R-squared* is as below:

\[
R^{\text{ squared}} = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \overline{y})^2}
\]

(8)

where \(y_i\), \(\hat{y}_i\) and \(\overline{y}\) are the actual value, predicted value and the mean of variable in models, respectively.

Mean Absolute Error (*MAE*) measures the average of residuals between the predictions and actual data. Due to taking the absolute value of residuals, the residuals cannot cancel each other out. The smaller the result, the better the fitting. The formula of *MAE* is as follows

\[
\text{MAE} = \frac{\sum |y_i - \hat{y}_i|}{n}
\]

(9)

where \(n\) is the number of the training set or test set for models.

Mean Squared Error (*MSE*) is an indicator for measuring bias from the predictions. Taking the square root of *MSE* obtains Root Mean Square Error (*RMSE*). The smaller the values of both, the better the model fits. The formulas are shown below.
\[
MSE = \frac{\sum (y_i - \hat{y}_i)^2}{n}
\]

(10)

\[
RMSE = \sqrt{\frac{\sum (y_i - \hat{y}_i)^2}{n}}
\]

(11)

By improving the process of parameter tuning of the NN method, the numbers of layers and neurons of the best model are 2 and 30, respectively. The results of evaluating the machine learning methods used in this research are shown as the following.

**Table 2. Evaluation results of machine learning methods in training set**

<table>
<thead>
<tr>
<th>Method</th>
<th>Running time</th>
<th>R-squared</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>4.7986</td>
<td>0.6632</td>
<td>0.4709</td>
<td>0.4503</td>
<td>0.6710</td>
</tr>
<tr>
<td>RF</td>
<td>0.9619</td>
<td>0.9983</td>
<td>0.0271</td>
<td>0.0022</td>
<td>0.0473</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.3630</td>
<td>0.8111</td>
<td>0.4445</td>
<td>0.2525</td>
<td>0.5025</td>
</tr>
<tr>
<td>NN</td>
<td>5.8461</td>
<td>0.9966</td>
<td>0.0465</td>
<td>0.0046</td>
<td>0.0677</td>
</tr>
</tbody>
</table>

**Table 3. Evaluation results of machine learning methods in test set**

<table>
<thead>
<tr>
<th>Method</th>
<th>Running time</th>
<th>R-squared</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>0.4169</td>
<td>0.6740</td>
<td>0.4568</td>
<td>0.4271</td>
<td>0.6535</td>
</tr>
<tr>
<td>RF</td>
<td>0.0312</td>
<td>0.9881</td>
<td>0.0728</td>
<td>0.0156</td>
<td>0.1247</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.0156</td>
<td>0.7994</td>
<td>0.4490</td>
<td>0.2628</td>
<td>0.5126</td>
</tr>
<tr>
<td>NN</td>
<td>1.5981</td>
<td>0.9962</td>
<td>0.0486</td>
<td>0.0050</td>
<td>0.0707</td>
</tr>
</tbody>
</table>

As Table 2 and Table 3 show, the values of *R-squared* for RF and NN methods are over 0.98 and significantly higher than the values for other methods both in the training set and test set, and all the other indicators’ values of these two methods are below 0.2. It indicates that the methods of RF and NN fit better with the lower error of predictions. For the AdaBoost method in these two sets, although the values of *R-squared* are around 0.8 which means the performance of this method performs well enough, the values of *MAE* and *RMSE* are about 0.5 and higher compared with the results of the NN method. For the SVR method in training and test sets, the values of *R-squared* are around 0.67 which are the lowest of all methods, and the values of *MAE*, *MSE* and *RMSE* are higher than others, especially values of *MSE*. The fitting result for SVR is not satisfying. Compared to the running time in the antithetic Monte Carlo mentioned above, the computational cost of machine learning methods is reduced significantly.

The fitting efficiency of four machine learning methods for predicting the up-and-out option prices while testing is shown in Figure 2. The more the points are on the diagonal, the less the error of prediction is, which indicates the model has good performance and perfect efficiency. In Figure 2, the predicted values for SVR are generally gathered around 1 to 2, although the option prices are from 0 to 7. Most options are overvalued when the price is less than 2 and undervalued when the price exceeds, which states the SVR method with poor effects is not recommended to forecast prices based on the dataset in this research. For the AdaBoost method, the overall trend of points is clear and rises as the price increases, but the points are scattered on both sides of the diagonal. The performance of AdaBoost is not good.
enough. For RF and NN methods, points are concentrated on the diagonal, especially two extreme values, which means these two methods fit well and the efficiency of the NN method is better.

![Figure 2. Prediction of prices in testing machine learning methods](image)

**5. Conclusion**

The research proposes machine learning methods to forecast barrier option prices with the example of up-and-out options without rebates. Based on the Black-Scholes model, the data used for training and testing machine learning methods is generated by antithetic Monte Carlo method which reduces the variance during the simulations and shortens the convergence time. The experiential results of the model evaluation show that the predictions of RF and NN fit the generated data better than the performances of SVR and AdaBoost methods, and they also give references for investors to trade. This research provides a framework for pricing various options with different properties.
In further research, using machine learning methods to price other kinds of barrier options with stochastic volatility and rebates and how to modify the method with poor performance should be studied.
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