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Abstract: With the emergence of new technologies, vast amounts of data have become pervasive in various aspects 
of social life, including public transportation, community services, and scientific research. As the population ages, 
healthcare has become increasingly crucial, and reducing the public burdens, especially in hospitals, has become an 
urgent issue. For instance, manually managing vast electronic medical files, such as MRI images, based on their types 
is practically impossible. However, accurate classification is fundamental and critical for subsequent tasks, such as 
diagnosis. In this article, we utilized machine learning techniques to classify MRI brain tumor images. We employed a 
range of machine learning models, including k-Nearest Neighbors (k-NN), decision tree, Support Vector Machine (SVM), 
logistic regression, and Stochastic Gradient Descent (SGD). The performance of each model type was measured by True 
Skill Statistics (TSS), based on the results obtained from the confusion matrix. The results showed that k-NN works 
most efficiently among all those classification models. However, due to the constraints of limited running time and 
computational power, further investigation of the models and parameter optimization are necessary for future work.
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1. Introduction
Electronic Health Records (EHR) are modern digital records of health information that have revolutionized the 

healthcare industry such as by replacing outdated and error-prone handwritten medical records [1-3]. With the help 
of different forms of electronic devices such as computers, health cards, the EHR enables healthcare professionals to 
securely store, manage, transmit, and reproduce up-to-date confidential medical information with ease and accuracy 
[2-5]. EHR contains all the information present in paper medical records regardless of location and time, including 
well-structured data and personalized data such as doctors’ notes, ambulance records, authorization details, and 
medication steps, thus this ensures the patients’ medical history is accessible easily [4].  

However, managing the diverse and often complex nature of this data can be challenging due to its subjective 
and mixed nature.  To extract information from EHR, manual methods can be used for small datasets, but for larger 
datasets reaching the petabyte scale, manual methods become time-consuming, labor-intensive, error-prone, and 
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cannot be traced. Additionally, manual methods lack transparency, making it challenging to trace how data was 
collected and processed [5]. Therefore, automated and adaptive methods such as machine learning algorithms such as 
Natural Language Processing (NLP), Convolutional Neural Network (CNN), and Recurrent Neural Network (RNN) 
have emerged as very promising solutions for processing and building accurate and robust models for EHR data [6, 7].

Among those widely used algorithms, NLP a sub-field of artificial intelligence, aims to facilitate the 
comprehension and production of human natural language by computers [8]. Its tasks encompass a broad range 
of activities, including information extraction, machine translation, sentiment analysis, and abstract extraction. 
NLP leverages various technologies to understand and process human languages, such as name entity recognition, 
semantic analysis, reference resolution, speech tagging, and syntactic analysis. In the realm of medicine, NLP offers 
significant opportunities by analyzing a vast repositories of medical texts containing information on medical history, 
diagnosis, treatment methods, drugs, and other terms to uncover hidden meanings, medicine can advance significantly 
[6-8].

However, when dealing with some imaging data such as MRI for brain tumors, NLP has limited abilities. 
For example, although NLP can convert patient reports into disease labels, it has limitations in extracting tumor 
information from MRI images such as from Brain tumors. This task is made even more challenging by the uncommon 
practice of MRI image annotation [9]. 

Brain tumors are a very prevalent condition, and they have different types and pose a significant threat to 
people’s health [10]. MRI is currently the most widely used method for brain tumor examination due to its speed 
and affordability. As a result, it has become the primary screening and diagnostic technique for various brain tumors, 
including glioma, meningioma, pituitary tumors, and others. 

Gliomas are the most common type of brain tumor in adults, accounting for 78% of malignant brain tumors 
[11]. Meningiomas can occur in various locations and are also a serious concern. Although pituitary cancer is rare, it 
can cause significant problems by producing excess hormones [12, 13]. Early diagnosis and treatment are essential 
for reducing the mortality rate associated with brain tumors. However, understanding MRI brain tumor images 
requires a high level of expertise, typically provided by radiologists. Despite this, misdiagnosis can occur due to 
the varying pathological features of the brain and the potential fatigue or inexperience of radiologists. Therefore, 
there is a growing demand for MRI brain tumor image-assisted diagnosis algorithms that can support radiologists in 
treating brain tumor patients effectively and efficiently [14, 15]. Hence, the classification of MRI brain tumor image 
is very important. So far, most image classification works are based on neural networks, such as CNN, which is very 
time-consuming if it contains many hidden layers. The second reason is in the medical field, for example, before 
diagnosis, doctors must distinguish normal tissue from abnormal tissue, or benign from malignant tumor. Therefore, 
image classification is more basic and important to some extent. In the last, through searching websites, like Kaggle 
or GitHub, most works to classify medical images, are based on machine learning models. But few of them compared 
the performances. So, this article applied a statistical index to compare the performance of each machine learning 
model.

Due to the limitation of NLP models to handle MRI data, some other machine learning methods should be 
considered. Currently, in biomedical fields, such as skin cancer diagnosis, fetal ultrasound standard plane detection and 
localization, and lung nodule detection [16-18]. There are different machine learning techniques have shown promise in 
the classification of brain tumors [19], such as CNN, logistic regression, SVM, random forest, decision tree, k-means, 
etc. [20-22].

Although AI-based classification has advantages, it has drawbacks such as difficulty recognizing low-level features, 
handling small tumor spots, and dealing with changing tumor locations [23, 24]. These issues arise due to the coarse-
grained recognition of AI-based systems when compared to real images. The convolutional network architecture is 
typically used for classification techniques, allowing for the independent processing of multiple feature maps [25]. But 
it is challenging to establish connections between features and identify the most representative features for fine-grained 
brain tumor classification [20]. For the purpose of this report, we focus on logistic regression and SVM. Logistic 
regression is a generalized linear regression analysis model that is widely used in data mining, disease diagnosis, 
economic prediction, and other fields. On the other hand, SVM is a supervised learning algorithm that seeks to find the 
optimal separation hyperplane in the feature space, maximizing the intervals between positive and negative samples [26, 
27]. It is commonly used to solve binary classification problems. In this report, we compare the performances of logistic 
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regression and SVM.
Another difficulty is due to the imbalance between the number of normal MRI brain tumor images and the number 

of brain tumor images. A large number of normal images can dominate the gradient direction and cause the algorithm 
to optimize towards normal images, leading to potential misdiagnosis [24]. While the algorithm can detect whether an 
image belongs to a diseased category or not, it is challenging to identify the type of disease and the subtle differences 
between tumors [25]. To address this issue, binary cross-entropy is applied to compensate for the imbalance in the loss 
function between MRI brain tumor images and normal MRI images [28].

In the following sections, we will provide an overview of relevant research pertaining to the topic at hand. 
Subsequently, we will delve into the methodology employed, including a discussion on data extraction and 
preprocessing, the application of various models, and a comparative analysis of the models’ performance. Finally, in 
conclusion, we will present a comprehensive evaluation of the model results, and highlight potential avenues for future 
research.

2. Related research and literature review
Although MRI images are very common, the classification is still rare based on machine learning techniques. 

Previously, as we know, MRI images classification has already been applied in the medical field. For example, J. A. Sim 
and others investigated the relationship between graft appearance on follow-up MRI and knee stability after double-
bundle Anterior Cruciate Ligament (ACL) reconstruction [29].

Another example of MRI images classification is conducted by Qinghua Yang and others. They investigated the 
association of Vitamin D Receptor (VDR) gene polymorphisms and VDR levels with lumbar disc degeneration based on 
the MRI spine image classification. It shows the classification of patient’s spine based on biomedical methods. However, 
all of them are classified the MRI images based on the traditional methods based on the knowledge from doctors [30].

Interestingly, many papers have already investigated the MRI image segmentation based on the deep learning 
network, such as Artificial Neural Network (ANN). For example, Corin Willers and his colleagues automated lung 
segmentation for functional lung MRI based on Deep learning algorithms [31, 32].

3. Methodology
3.1 Dataset

The brain MRI image dataset consists of four categories: normal tissue, glioma, meningioma, and pituitary tumors 
(Figure 1), with thousands of images available. To enhance model efficiency and reduce processing time, we randomly 
selected 250 images in each category. The images are in.m format and can be converted to .jpg format directly using 
MATLAB software. The whole dataset can be downloaded from the link https://figshare.com/articles/brain_tumor_
dataset/1512427.

3.2 Procedure

The following Figure 2 illustrates the procedure described in this article exhibits. Firstly, all needed images are 
imported. In this step, each image has its unique label for identifying which type of brain tumor it should be. These 
images are resized and followed by Principal Component Analysis (PCA) for dimension reduction. The data are then split 
into 2 parts: training and testing. The split ratio is 0.8. After splitting, different machine learning models are applied to 
the training data and training labels to train the model. The trained models are used to predict labels based on the testing 
features. Finally, the real testing label and predicted label are used to quantify and compare the performances of models.

3.3 Classification

The classification models used in this article include k-NN, decision tree, SVM, logistic regression and stochastic 
gradient descent. Each model type has different advantages and disadvantages Which results in varying performances. 

https://www.semanticscholar.org/author/J.-A.-Sim/6250506
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Figure 1. normal tissue (top left), glioma (top right), meningioma (bottom left) and pituitary (bottom right)

Figure 2. The flowchart of Spectral Clustering Procedure

3.3.1 k-NN

The first model utilized in this article is k-NN. In this model type, three hyperparameters, weights, number 
of neighbors and p (Table 1), are tuned. Table 1 provides detailed information about these parameters. In the 
table, weights can be set to uniform and distance. Uniform means All points in each neighborhood are weighted 
equally. Distance means points are weighted by the inverse of their distance from the query point. For example, 
closer neighbors of a query point will have a greater influence than neighbors who are further away. The number of 
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neighbors is set to default as 5. Here, we set it to 3. The last parameter p is the power parameter for the Minkowski 
metric. When p = 1, this is equivalent to using the Manhattan distance and when p = 2 this is equivalent to Euclidean 
distance.

Table 1. Parameters of k-NN

Model Number weights n_neighbors p

1 uniform 3 1

2 uniform 3 2

3 uniform 5 1

4 uniform 5 2

5 distance 3 1

6 distance 3 2

7 distance 5 1

8 distance 5 2

3.3.2 Decision tree

The second type of model used is the decision tree. The parameters tuned include criterion, max depth, and splitter 
p (see Table 2). The splitting criteria can be set to “Gini” for the Gini impurity and “entropy” for the information gain. 
The splitter strategy can be “best” to choose the best split or “random” to choose the best random split. Max depth refers 
to the maximum depth of the tree, where if set to None, nodes are expanded until all leaves are pure or until all leaves 
contain less than the minimum samples split.

Table 2. Parameters of SVM

Model Number kernel class_weight

1 linear None

2 linear balanced

3 poly None

4 poly balanced

5 rbf None

6 rbf balanced

7 sigmoid None

8 sigmoid balanced
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3.3.3 SVM

Another image classification model type used is SVM. The parameters tuned only has two types: kernel and class_
weight p (Table 3). kernel type is used in the algorithm that includes ‘linear’, ‘poly’, ‘rbf’ and ‘sigmoid’. The default 
kernel type is ‘rbf’. The class weight is used to set the parameter C of class i to class_weight[i]*C for SVC. If not 
provided, all classes are assumed to have a weight of one. The “balanced” mode automatically adjusts weights inversely 
proportional to class frequencies in the input data based on the values of y.

Table 3. Parameters of Decision Tree

Model Number criterion max_depth splitter

1 gini 5 best

2 gini 5 random

3 gini None best

4 gini None random

5 entropy 5 best

6 entropy 5 random

7 entropy None best

8 entropy None random

3.3.4 Logistic regression

The parameters of the logistic regression model type include multi_class, solver and fit_intercept p (Table 4). The 
multi_class parameter specifies if a binary problem should be fit for each label (option ‘ovr’) or if the entire probability 
distribution should be used to minimize the multinomial loss (option ‘multinomial’), even when the data is binary. 
Solver is used for optimization. For multiclass problems, ‘newton-cg’ and ‘saga’ should be used. Fit_intercept is used to 
specify if a constant should be added to the decision function.

Table 4. Parameters of Logistic Regression

Model Number multi_class solver fit_intercept

1 ovr newton-cg True

2 ovr saga True

3 ovr newton-cg False

4 ovr saga False

5 multinomial newton-cg True

6 multinomial saga True

7 multinomial newton-cg False

8 multinomial saga False
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3.3.5 SGD

The last model used is SGD. The parameters tuned include loss, eta0 and learning rate p (Table 5). For loss 
function, ‘squared_hinge’ is like a hinge but is quadratically penalized. ‘Perceptron’ is the linear loss used by the 
perceptron algorithm. eta0 represents the initial learning rate, and in this study, the model used optimal and invscaling 
learning rates.

Table 5. Parameters of SGD

Model Number loss eta0 Learning rate

1 perceptron 10 invscaling

2 perceptron 10 constant

3 perceptron 1 invscaling

4 perceptron 1  constant

5 squared_hinge 10 invscaling

6 squared_hinge 10 constant

7 squared_hinge 1 invscaling

8 squared_hinge 1 constant

Table 6. Confusion matrix

Predicted Class

Positive Negative

Actual Class
Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)

3.4 Measurement

To better access and quantify the classification performance of each model type, True Skill Statistics (TSS) is 
utilized as TSS is simple and intuitive measure for the model performance and it compensates for the shortcoming of 
other metrics such as Kappa while keeping its own advantages [33]. The formula is presented in equation 1. In this 
article, we use a confusion matrix to summarize the following metrics: True Negative Rate (TNR) and True Positive 
Rate (TPR), where TPR is recall and TNR is specificity (Table 6). In the formula of TPR and TNR, TP means True 
Positive, FP means False Positive, TN means True  Negative and FN means False Negative.  The TSS is calculated by 
the sum of TPR and TNR and minus 1. 

TSS TPR TNR 1,= + −

TPTPR
TP FN

=
+
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TNTNR
TN FP

=
+

Equation 1. Formular of TSS.

Figure 3. TSS results of k-NN

Figure 4. TSS results of Decision Tree

4. Experiments and results
Figures 3 through 8 provide a comprehensive visual representation of the quantified TSS results obtained from 

various models. Figure 3 shows that the last model has the highest TSS value in k-NN, while the third model has 
the lowest. Similarly, in Figure 4, it is observable that the second last model has the highest value of decision tree 
TTS, whereas the second and fifth models have negative values, which are the lowest. Figure 5 highlights that the 
first, second, and sixth models exhibit the highest value of TSS in SVM, while the last ones display the lowest value. 
Similarly, in Figure 6, the third model has the highest value of logistic regression TTS, while the second model has the 
lowest value. In contrast, the first and fourth models demonstrate the highest value of TTS in SGD in Figure 7, while the 
last model has the lowest value. Finally, Figure 8 provides an overall comparison of all model types, with k-NN showing 
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the best performance as it has the highest TTS value, while the decision tree displays the worst performance as its value 
is the lowest. In summary, the figures indicate that different models have varying levels of effectiveness in TTS, with 
k-NN emerging as the most effective model, while the decision tree model displays the least effectiveness.

Figure 5. TSS results of SVM

Figure 6. TSS results of Logistic Regression

5. Conclusion and future works
Based on the aforementioned analysis, it is interesting to note that each type of model exhibits its own distinct 

optimal model number. In particular, for the k-NN model, it has been observed that the 8th model achieves the 
highest level of performance. On the other hand, for the decision tree model, the 7th model has been identified as 
the best. Furthermore, the 1st, 2nd, and 6th models of the SVM model are recognized as the top performers for this 
model type. In terms of logistic regression, it has been determined that the 3rd model is the most effective. When 
considering the SGD model, it has been revealed that the 1st and 4th models exhibit the highest level of performance. 
Upon analyzing the performance of all the aforementioned best model types, it has been concluded that k-NN is the 
most efficient. Specifically, the optimal parameters for the best k-NN model include uniform weights, 3 n_neighbors 
and 3 p. Notably, this model can be utilized for the purpose of diagnosing tumors based on MRI images. As there is 
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limited time available, several tasks need to be completed to perfect this article. Firstly, the machine learning model’s 
running time can be optimized, particularly when dealing with extensive data. Secondly, the number of brain tumor 
types used in this article is not comprehensive, and additional types of MRI brain tumor images should be included to 
enhance the classification’s significance and realism. Furthermore, each model type should have more parameters added. 
Lastly, since two decision tree models have negative TSS values, they should be evaluated to determine whether they 
require modification or are correct.

Figure 7. TSS results of SGD

Figure 8. TSS results comparison of all best models
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