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Abstract: This paper addresses the security concerns associated with Mobile Ad-hoc Networks (MANET) and proposes 
a new method for detecting and preventing attacks using machine learning. The study involved the creation of a MANET 
with 26 nodes in NetSim (Network Simulator) software, followed by the implementation of wormhole and blackhole 
attacks. A dataset was generated from the network traffic obtained during the simulations, and a machine-learning model 
was designed to predict and detect these attacks. The model achieved high sensitivity, accuracy and f1 scores of 99%. 
The effectiveness of the model was tested by developing a real-time application. This method can be applied to any 
wireless network and is particularly relevant for companies that use Ad-hoc networks for communication.
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1. Introduction
A Mobile Ad-hoc Network (MANET) is a dynamic wireless network that transmits information about neighboring 

nodes through a temporary configuration [1-3]. MANET is also a set of mobile, self-organizing, and decentralized 
nodes used in special cases such as military [3-5]. Each node in the MANET is equipped with a wireless receiver and 
transmitter, allowing it to communicate with other nodes within the wireless transmission range [5-7]. Nowadays, the 
use of MANETs is highly appealing and widespread in a lot of applications such as space communication, disaster 
relief, mission-critical battlefield communication, road or accident guidance, trade fairs, sports stadiums, shopping 
malls, and avoiding vehicle crashes [8]. However, MANET properties make the network’s environment vulnerable to 
various types of attacks, including wormholes, black holes, Grey Holes, Rushing, and flood-based attacks [2-4, 9-11]. 
Many techniques and methods have been developed to deal with these attacks. For example, various intrusion detection 
methods have been developed to detect common network attacks, focusing on other routing attacks such as black hole 
attacks, Sybil attacks, identity replication attacks, selective forwarding attacks, wormhole attacks, and hello flood attacks 
[12]. Prasad et al. investigated the detection method that can classify benign and malicious information in the MANET 
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networks based only on routing attacks [13]. Ezhilarasi et al. Introduced in 2022, a new intrusion detection system that 
uses fuzzy and feed-forward neural networks to detect only routing attacks in wireless sensor networks [12]. The two 
previously cited papers work on routing attacks that include a set of attacks according to [12]. In this paper, our work is 
based on Black Hole and Wormhole attacks because they are the major attacks in a MANET [14-16]. Many researchers 
applied ML algorithms to develop a detection and prediction model for these two major attacks in MANET. It’s the case 
of Prasad et al. who used ML along with Naïve Bayes and Stochastic Gradient Descent (SGD) for Wormhole detection 
in an Ad hoc Network [17]. Shams et al. worked in Vehicular Ad Hoc Networks (a specialized type of MANET) 
based on a Support Vector Machine (ML algorithm) to identify any signs of bad nodes that may be impacting system 
performance [18]. However, to the best of our knowledge, many works using ML conducted on blackhole and wormhole 
attacks in MANET have shown accuracy rates ranging from 59% to 98%, and any application developed for real-time 
detection.

The main problem addressed in this paper is the lack of effective security mechanisms for Mobile Ad-hoc networks. 
Works done in the literature to protect Mobile Ad-hoc networks from attacks such as blackhole and wormhole attacks are 
not very accurate. Therefore, there is a need for new methods that can detect and prevent these attacks in real time with 
good accuracy and precision. The objective of this paper is to address the security concerns associated with MANET 
and propose an ML approach for detecting and preventing attacks.

In this paper, we designed an ML model to detect and predict Black Hole and Wormhole attacks in MANET. We 
first simulated our network by using NetSim, secondly, we performed attacks and registered the log file simulation. 
Thirdly, after pre-processing the dataset, we applied data analysis and ML to construct a Model. To get a good model, 
we test various ML algorithms and, in the end, we choose Random Forest as our best model. The model is implemented 
in an application that allows us to detect and predict blackhole and wormhole attacks in real time.

The rest of our work is designed as follow: Section 2 presents the state of the art where the different definition and 
related work are given. The methodology of our work is presented in section 3. Here, the workflow used algorithms, and 
performance metrics are presented. The results and discussions with related work are given in section 4. This work ends 
with a conclusion and future work in section 5.

2. Related works
MANET represents an independent system of porTable nodes to form a self-organizing, infrastructure-less, and 

quickly deployable wireless network [8, 11, 19]. MANET is a promising technology that can provide important facilities 
for up-to-date transportation systems [1]. Due to its inherent nature, MANET is strongly vulnerable to miscellaneous 
security attacks [13, 17, 20]. Security attacks against MANET are divided into two categories according to their nature: 
active attacks and passive attacks [13, 17, 20].

• Active attacks mainly target the confidentiality and integrity of data. Active attacks involve modifying, dropping, 
manufacturing, duplicating, or blocking the exchange of packets on the network. These attacks are usually launched from 
authorized nodes on the network. They use various functions of the network to launch attacks.

• Passive attacks mainly target data confidentiality. In a passive attack, malicious nodes attempt to compromise 
the system based solely on monitoring transmissions on the channel, without directly harming the network. They extract 
valuable information and use it for future attacks. These attacks are hard to spot because they don’t cause direct damage.

In addition, security attacks on MANET are also divided into two categories by domain: insider attacks and 
outsider attacks [20-22].

• Outsider attacks are carried out by unauthorized external nodes to cause congestion, disrupt the normal operation 
of the network, or spread incorrect routing information.

• Insider attacks are caused by internal compromised/malicious nodes to disrupt the normal operation of the 
network.

In this work, we focused on Blackhole and wormhole attacks. Indeed, in a wormhole attack, an attacker inserts 
fake nodes to broadcast data and transmit packets from one location on the network to another. On the other hand, an 
attacker records packets from one place and tunnels them to another place in the MANET, where those packets are sent 
back to the network. Black hole attack is one of the known security threats in wireless MANET. An intruder exploits 
this vulnerability for malicious behavior because the process of route discovery is necessary and unavoidable. This 
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attack is known as a node dropping all packets it should forward, claiming it has the shortest path to the destination. Black 
hole attack in MANET refers also to the attack of malicious nodes, which force the route from source to destination by 
falsely advertising the shortest hops to reach the destination node [23].

In the literature, some authors worked to find an optimal solution for MANET attacks. Alhaidari and Alrehan 
conducted an extensive literature review in 2021 and found many limitations in the datasets that can be used for DDoS 
attacks on vehicular ad hoc networks [1]. However, they only focus their research on DDOS attacks. Hassan et al. 
introduced an intelligent black hole attack detection scheme tailored to autonomous and connected vehicles [24]. But 
their scheme wasn’t based on machine learning. Meddeb et al. in 2019 proposed just an approach to integrate an IDS 
able to detect the majority and not all security attacks occur in MANET [25]. Their model wasn’t based on Machine 
Learning and based only on behavioral databases. Another’s researchers like Shukla et al. based on cryptographic 
methods to deal with wormhole and blackhole attacks [14]. Subba et al. in 2016 proposed an Intrusion Detection 
Systems (IDS) scheme using a novel process for cluster leader election and based on an information Bayesian game for 
Modeling the intrusion detection process [6]. Abdan and Seno in 2022 investigated on classification of wormhole attacks 
in the MANET with several ML methods [26]. They reached an accuracy of 98.9% with Decision Trees (DT) higher 
than other proposed ML models. However, they based on the unbalanced dataset to reach this result. Joon and Chopra 
in 2021 based on deep learning (DL) and proposed a wireless network with a Hybrid DL Prediction (HDLP) model that 
used Auto Encoding for Key Management and cluster-based network [27]. Table 1 presents a summary of the existing 
solution.

Table 1. Summarize of existing research

Authors Approach Work done/Limitations ML-Based

Alhaidari and Alrehan [1] Extensive literature review on 
network attacks Limited datasets for DDoS attacks on VANETs No

Hassan et al. [24] Intelligent black hole attack detection Not based on machine learning No

Meddeb et al. [25] IDS integration Detects majority, not all security attacks in MANET No

Shukla et al. [14] Cryptographic methods Deals with wormhole and blackhole attacks No

Subba et al. [6] IDS scheme using Bayesian game Novel process for cluster leader election No

Abdan and Seno [26] Classification of wormhole attacks Based on unbalanced dataset Yes (Decision Trees)

Joon and Chopra [27] Hybrid DL Prediction model Uses Auto Encoding for Key Management and 
cluster-based network Yes (Deep Learning)

Based on the literature, no proposed work has designed a real-time application to detect and predict blackhole 
and wormhole attacks in MANET. Also, the proposed ML models were not very accurate. Based on this drawback, we 
design in this paper an optimal ML model that runs to a real-time application in MANET. The next section describes each 
step of our proposed method.

3. Methodology
In this section, we give a detailed presentation of the different methods, techniques, and tools used to carry out the 

work. We first present our proposed pipeline. Afterward, we present the methods used to generate our dataset, preprocess 
the dataset, perform exploratory data analysis (EDA), and, the ML used to build our prediction model. At the end of this 
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section, we present the metric evaluation of the ML model and tools used to build our real time blackhole and wormhole 
attack detection and prediction application. Figure 1a presents our proposed pipeline that contains steps involved in the 
realization of our ML model. Figure 1b presents the pipeline to detect intrusion using machine learning.

Data Generation

(Simulation and Dataset 
Generation with NetSim)

Modelling

(Training,Test; 
Meries Evaluation 

and Predittion)

Datal 
Preprocessing

(Simulation and Dalaset 
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Figure 1. (a) Pipeline of our Proposed Solution (b) Pipeline of the machine learning technique used for intrusion detection

3.1 Data generation

In this subsection, we simulate our MANET and also simulate Blackhole and wormhole attacks in this network 
and, save the log file as our dataset. To carry out our simulation, we based on NetSim software. Indeed, NetSim is a tool 
that can be licensed for research, professional, or teaching use [28]. NetSim provides native parsing support, a packet 
animation, a user-friendly tool to support miscellaneous activities and allows both emulation and simulation [28-30]. 
So, build a network with 26 nodes and conFigure the routing protocol on AODV (Ad-Hoc On-Demand Vector) between 
them. Blackhole and Wormhole processes have been installed as applications. Figure 2 presents the Initial position radio 
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characteristics of each node.

0.0, 0.0 420.0, 0.0 840.0, 0.0
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0.0, 600.0

Figure 2. Initial position radio characteristics of each node

If the configurations are ended for all the nodes, we can now perform general properties configuration. Afterwards, 
we create the simulation network by specifying the simulation time and tick the record animation and then launch the 
simulation. Figure 3b shows the initial position of each node and their radio characteristics. At the end of the simulation, 
we can export all the features as a csv file. Table 2 presents the form of our csv file. Our data set contains 21 columns. In 
Table 2 we present just the head of 15 columns.
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Table 2. Head of the generated dataset

duration protocol psize flag dsn msn si land mode neighbor lflow avghopcount nfc frate label

0 AODV 84 0 0 0 0 0 0 1 101 0.078049 206 100 normal

0.028136 AODV 84 0 0 1 0 0 0 1 101 0.078049 206 100 normal

0.972864 AODV 84 0 0 0 1 0 0 1 101 0.078049 206 100 normal

0.028136 AODV 84 0 0 1 1 0 0 1 101 0.078049 206 100 normal

0.967864 AODV 84 0 0 0 2 0 0 1 101 0.078049 206 100 normal

0.024136 AODV 84 0 0 1 2 0 0 1 101 0.078049 206 100 normal

0.978864 AODV 84 0 0 0 3 0 0 1 101 0.078049 206 100 normal

0.028136 AODV 84 0 0 1 3 0 0 1 101 0.078049 206 100 normal

0.971864 AODV 84 0 0 0 4 0 0 1 101 0.078049 206 100 normal

0.026136 AODV 84 0 0 1 4 0 0 1 101 0.078049 206 100 normal

0.975864 AODV 84 0 0 0 5 0 0 1 101 0.078049 206 100 normal

0.018136 AODV 84 0 0 1 5 0 0 1 101 0.078049 206 100 normal

3.2 Data pre-processing

The aim here is to clean, encode, impute, and standardize our dataset. These steps are classic and simple to deal 
with.

• Cleaning: It consists of deleting variables that have at least 90% of missing values. Our new data set has the 
dimension (13,480.21 for the blackhole data set and 37,862.21 for the wormhole dataset) and contains respectively 40% 
attack cases and 60% normal cases for one, and 60% attack cases and 40% normal cases for the other.

• Encoding: Here the target and other discrete features are to associate each qualitative value to a numerical value.
• Imputation: It consists of deleting or replacing missing values with other values in order to facilitate future 

operations. In this paper, we replaced the missing values by the mean of elements because of 7% of missed values.
• Standardization: It consists of putting all the variables (features and target) under the same scale by making 

them follow the same law of probability.

3.3 Exploratory of Data Analysis (EDA)

Our analysis is based on the generated dataset. The dataset contains respectively 13,480 and 37,862 entries for 
blackhole and wormhole network activities. The features of this dataset are obtained after simulations in the AdHoc 
Network using NetSim software. In total, we have 21 features and the target is represented by the variable Label, which 
contains attack in case of malignant activity and normal in case of benign activity.

In Table 3, duration indicates the transferring time of the packet from source to destination, flag shows the status 
of packets and hopcount shows the intermediate nodes. The Size of packets is defined in a packet size that includes 
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header length in themselves. Messages are divided into many categories which are mainly Route Request, Route Reply, 
Route Acknowledgment, etc. A Neighbor node is a number of nodes surrounding the node in the communication range. 
When the sender and originator of the message are the same, then land is indicated by Zero Otherwise One. Unicast 
and broadcast are two different types of message-transferring modes. Message sequence number, originator sequence 
number, and stream index are generated sender or receiver for uniquely identified packets. The flow of the message 
through the nodes can define the highest flow, lowest flow, and average flow. The Number of failed connections and 
failure rate can be computed using the Route Error message [17].

Table 3. Features names and type

No Feature name Type No Feature name Type

1 Duration Continuous 12 Land Discrete

2 Protocol Discrete 13 Message sequence number Continuous

3 Packet size Continuous 14 Stream index Continuous

4 Flag Discrete 15 Highest flow Continuous

5 Header length Continuous 16 Average flow Continuous

6 Hop count Continuous 17 Lowest flow Continuous

7 Life time Continuous 18 Average hop count Continuous

8 Message type Discrete 19 Number of failed 
connections Continuous

9 Destination sequence 
number Continuous 20 Failed connection rate Continuous

10 Message transfer mode Discrete 21 Label Discrete

11 Number of neighbors Continuous
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Figure 3. Data Distribution of features Duration, Flag, HCPcount, DSN
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Figure 4. Features Importance with ANOVA F-test

ML needs features that follow the probabilistic normal law [31]; so, we have plotted the feature distribution in 
order to ensure that all features follow a normal distribution. Figure 3 presents us with some feature distribution of our 
dataset.

Our dataset contains 20 features plus the target. We used the ANOVA with F-test to see the importance of each 
feature. Indeed, Analysis of variance (ANOVA) is a statistical technique used to test whether the means of two or 
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more groups are significantly different [32]. ANOVA tests the effect of one or more factors by comparing the means of 
different samples. ANOVA tests the equality of means using the F-test statistic [31-32]. Based on [31], we can see how 
to evaluate the feature importance by using ANOVA with the F test. Figure 4 shows us the most important features in 
our dataset. In this Figure, the value is not different so far because the variation range is between 0.00 to 0.25 which is 
negligible. ANOVA test tells us that we will use all our features.

3.4 Modelling

In this part, we discuss the ML algorithms used to develop our model. We start with five ML algorithms and next, 
we choose the best one that gives good metrics to our dataset. In this part, 80% of the dataset is used as training data, and, 
20% constitutes the test set or data for evaluation or validation. The evaluation criteria used here are accuracy, precision, 
and recall given in the eq. (1), eq. (2), and eq. (3) [31, 33-35].

1
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With: nsamples: The number of samples; ypred : The predicted value of the i-th sample; yi : The corresponding true 
value. True_Positive result indicates a correct identification of a threat, while a True_Negative result indicates a correct 
determination that no threat exists. A False_Positive result is an incorrect identification of a threat, and a False_Negative 
result is a failure to identify a threat.

In this paper, we implement Random Forests (RF). Indeed, we implement five ML algorithms (Support Vector 
Machine, Logistic Regression, K-Nearest Neighbors, Random Forests and Decision Trees). But, our best algorithm 
among them is RF.

RF classifier is an ensemble method that trains multiple decision trees in parallel with bootstrapping and subsequent 
aggregation, collectively known as bagging [36-38]. RF merges the decisions of multiple decision trees in order to find 
an answer, which represents the average of all these decision trees (predictions from all trees are pooled to make the final 
prediction) [38]. We based on the Gini index to perform RF on the classification dataset. Its formula is given by the eqs. (4) 
and (5) [39].

(4)( )21
C

iGiniIndex P= −∑

(5)( ) ( )2 21 P P+ −
 = − +  

Eq. (5) uses the class and probability to determine the Gini of each branch on a node, determining which of the 
branches is more likely to occur. Here, Pi  represents the relative frequency of the class you are observing in the dataset, 
C represents the number of classes, P+  represents the probability of a positive class and P−  represents the probability of a 
negative class [39].

Eq. (6) shows us that we can also use entropy to determine how nodes branch in a decision tree [37-39].
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Entropy uses the probability of a given outcome to decide how a node should branch. Unlike the Gini index, it 
is more mathematically intensive due to the use of a logarithmic function in the calculation [37-39]. In this paper, we 
implement the RF Model with the eqs. (5) and (6).

4. Results and discussions
In this section, we present the obtained results in a simple and realistic way. Interpretation of the results is 

discussed to put them in context and, explain why they are important.

4.1 Results

As explained in the methodology section, we train our model by using five algorithms. Table 4 presents us with 
the evaluation metric of all five algorithms. In Table 4, we can easily see why we chose Random Forest to build our 
proposed application.

Table 4. comparative results of our fives used algorithms

Model True Negative False Negative False Positive True Positive Precision

Logistic Regression 2106 552 5 23 0.80

Support Vector Machine 1991 401 120 174 0.71

K-Nearest-Neighbors 1781 456 22 427 0.75

Decision Tree 2111 3 0 572 0.98

Random Forest 2107 1 4 574 0.99

The learning curves of the different algorithm on the model are presented on Figure 5.
Figure 5 permits us to notice that the Decision Tree (DT) and Random Forest (RF) are almost the same. These 

results can be explained because an RF is a set of many DTs. Also, an RF is more stage than a decision tree. To 
ensure that we are not faced with overfitting, we apply the cross-validation method to our RF model. By applying the 
GridSearchCV method, we obtained the same learning curves presented in Figure 5a. The RF model is used to develop 
our application. We based on Flask and developed our application namely APP-IPS. To launch our application, we need 
to start the Flask service by running in prompt command the following commands:

• set FLASK_APP = main.py
• set FLASK_DEBUG = 1
• Flask run
When the service is run, we need to copy and paste the displayed address to the navigator. After logging successfully, 

we have the main page that gives us the eventuality to train or re-train the model before the prediction and, the 
prevention. Figure 6 presents the interfaces for these operations.
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Figure 5. Learning curves of each algorithm, (a): Random Forest, (b): Logistic Regression, (c): Support Vector Machine, (d): Decision Tree, (e): 
K-Nearest Neighbor
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(a)

(b)

(c)

Figure 6. APP-IPS (a): Main page, (b): Overview of dataset, (c): Training and Testing done, (d): Classification

In Figure 6, we can see that, after selecting the dataset (Figure 6a), we can previsualization the dataset before 
moving to the train and test part (Figure 6b). when the train and test were done, we received a notification (Figure 6c). 
We can use the model to perform the classification of data (Figure 6d). The system takes all the values in the fields of 
any packet that transits and, creates an instance of the prediction function which prints either attack in case of attack or 
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normal in case of normal activity (Figure 7).

(a)

(b)

Figure 7. Classification and IPS action to anomaly detection. (a): Classifying before IPS action, (b): IPS reaction

Figure 7b presents the reaction of the application background. We can notice that the attack has been blocked and 
blacklisted. Figure 8 presents an example of capturing on a server.

Figure 8. Capturing packets from our proposed application (APP-IPS)

4.2 Discussions

In this paper, we proposed a method based on ML to detect and predict Blackhole and wormhole attacks to a 
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MANET. We first design our MANET network in NETSIM software using 26 nodes. We did an attack in this network 
and generated a dataset. This dataset has been used to build our ML model. We constructed an application that allowed 
us to predict and block blackhole and wormhole attacks on our network. Although the good performance of our results, 
we need to compare them to see the effectiveness of our proposed method. However, we perform only subjective 
comparisons because we haven’t used the same database as those in the literature. Indeed, most of the projects done in 
this domain have been performed by using KDD or IRIS datasets. It’s the case of Prasad et al. in [17] that based on 
their generated dataset got after simulation, and, obtained a precision of their proposed model of 80%. Also, Sebopelo 
et al., based on the IRIS dataset in MANET obtained a model accuracy equal to 100% [40]. It’s important to notice that 
Sebopelo et al., only detect malicious nodes in MANET and cannot identify the type of attack. Sebopelo et al. performed 
binary classification. They classified packet data in MANET as either abnormal or normal and, for that reason, they can 
reach a high precision and accuracy. Gad et al. worked on a variant of MANET, VANET, and based on the KDD dataset 
with a multiclass classification, they reached an accuracy of 98.3% and a precision of 98.3% using XGboost as the best 
ML algorithm [41]. Meddeb et al. in [42] and [43] worked also in MANET and performed multiclass classification 
on their own generated dataset and obtained encouraging results. However, other authors proposed security by using 
blockchain and encryption methods in communication networks [44-46]. Table 3 summarizes and compares our results 
with those in the literature. Figure 9 represents the graphical version of Table 3 for a good comparison. Based on Table 
5, and, to the best of our knowledge, no literature work did not propose a real-time application to detect an attack in the 
MANET network. This is a good advantage of our proposed paper.

Table 5. Comparison Table of proposed work based on Data based, algorithms, Precision and accuracy

Authors Data Base ML Algorithms Precision (%) Accuracy (%)

Prasad et al. [17] Their Generated dataset Naive Bayes (NB) 94 93.06

Sebopelo et al. [40] IRIS Logistic Regression (LR) 100 100

Gad et al. [41] KDD XGBoost 98.3 98.3

Meddeb et al. [42] Their Generated dataset Fuzzy-KNN - 94

Meddeb et al. [43] Their Generated dataset SVM - 96.2

US Our Generated Dataset RF 99.8 99.8

In terms of future works, there is a need to implement real-time intrusion detection systems for MANETs using 
ML algorithms in a local company. This requires developing a pipeline of our solution and describing all dependencies. 
Furthermore, researchers should focus on developing methods that can detect all the attacks and sophisticated attacks, 
such as those that use advanced evasion techniques. This requires that we will need very large data and use deep learning 
instead of machine learning for a robust model.
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Figure 9. Comparison graph of proposed work based on Precision and accuracy

5. Conclusion
Decentralized wireless networks are one of the options of the future in terms of cost (without infrastructure) and 

connectivity. In contrast to these advantages, these networks are subject to vulnerability to various attacks. This paper 
proposed a method for modeling blackhole and wormhole attacks using machine learning methods in MANET. We 
described different attacks in MANET and, based on the literature, chose to work on the two famous attacks blackhole 
and Wormhole. After modeling of this MANET and the configuration of all the nodes, we launched attacks and recorded 
data. The obtained dataset is used. We tested five ML algorithms and chose RF as our best one. RF gave us 99.8% of 
precision and accuracy and, is used to construct our application to detect and predict Blackhole and wormhole attacks 
in MANET. The proposed method introduced in this paper can be applied to any wireless network, but it is particularly 
relevant for companies that use Ad-hoc networks for communication. This paper focuses on two types of attacks (blackhole 
and wormhole), which may not cover all possible attacks that can occur in MANETs. This can be a limitation of the 
paper. As the number of data continues to grow in communication networks, we propose in the future to use Deep 
Learning along with autoencoder to develop a robust model for our real-time application in MANET.
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