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Abstract: With the fast popularization and continued development of web pages on the Internet, text classification has 
become a very serious problem in organizing and managing large amounts of digital text data in documents. The deep 
learning approaches have been applied in several areas of text classification with comparative and outstanding results. 
In this article, we analyzed and gave comprehensive reviews of the different deep learning models for text classification 
tasks. Based on the literature review survey, this paper addresses three various deep learning models and declares their 
gaps and limitations. We have evaluated the various classification applications and a small discussion on the available 
Deep Neural Networks (DNN) frameworks for the implementation of text datasets. The work presents guidance for 
future research to regulate more significance that can be distributed for the better area of this research. In summary, our 
study presented the main implications, identified potential directions for future research, and highlighted the challenges 
within this specific research field. Additionally, our aim is to acquaint readers with the various subtasks and relevant 
literature related to the text classification process. By engaging with our discussion, we aspire to inspire readers to 
explore novel and enhanced techniques for text classification, applicable across diverse domains.

Keywords: deep learning, Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Deep Belief 
Networks (DBN), text classification

1. Introduction
With the quick popularization and continued development of the internet online technology such as the World Wide 

Web and electronic documents in digital format, most online technology and information relies on text form, so text 
classification (TC) has become the concentration key point of Web information retrieval and information filtering [1]. 
Most information (over 79%) is stored in text form; text mining is believed to have a high potential commercial value. 
The knowledge is discovered from many different sources of information; yet, unstructured data texts remain the large 
easily available source of information [2]. In recent years, the TC techniques have been extensively used in different 
fields. 

Text classification automation has emerged as a crucial challenge for large organizations aiming to handle vast 
volumes of data. It serves as a pivotal technology for efficiently organizing and managing extensive online resources 
[3]. Several traditional machine learning and statistical approaches have been proposed for text categorization, such as 
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Bayesian classifier, support vector machine (SVM), K-nearest neighbor (KNN), and neural networks [4]. Classification 
techniques have drawn realization in many applications including image classification, text filtering, spam filtering, 
email categorization, and text classification [5]. However, the information on websites can offer fast growth and brings it 
big challenge to the conventional method of web data analysis. Several machine learning techniques have been applied 
to analyze web data and time series prediction [5] but are facing challenges with the continued increasing amounts of 
web data.

A consistent demand exists for a methodology capable of extracting valuable insights from a diverse collection of 
textual documents, each associated with different subjects’ classes for specific research purposes, as illustrated in Figure 
1.

Figure 1. Observing and retrieving pertinent textual documents for specific subject categories

Rule-based techniques, depicted in Figure 2, employ predefined rules to categorize text into different classes. For 
instance, the label “Football” is assigned to any document containing the words “Business”, “Technology”, or “Sports”. 
However, these approaches necessitate in-depth domain knowledge and pose challenges in maintaining the systems. In 
contrast, data-driven methods learn to make categorizations based on past data, offering an alternative solution.

Figure 2. During the text classification process, suitable predefined classes or labels to text documents
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Recently, deep learning approaches have attained remarkable results in different fields of Natural Language 
Processing (NLP), such as sentiment analysis, spam filtering, question answering, and text categorization [6]. Now the 
question arises: how do we determine the best model for text classification tasks among the available options? Based 
on previous results and model characterizations, we have three contenders: the hierarchical model (CNN), the general-
purpose approach (DBN), and the sequential approach (RNN). For challenging NLP categorization tasks, such as text 
classification, the RNN approach seems to be a preferred choice. Its performance has been demonstrated to outperform 
as compared to other approaches, especially when dealing with text classification and sentiment analysis tasks that 
rely on key phrases. On the other hand, the DBN model can also be a suitable option for NLP tasks, including text 
classification. One of its key strengths lies in its ability to learn multiplex features through hidden layers, allowing it 
to demonstrate complex functions and patterns within the data. Each hidden layer unit learns statistical connections 
among units in the lower layer, leading to increasingly intricate representations in the higher layers [7]. As for the 
RNN approach, it excels in sequence-to-sequence sequential modeling tasks, such as language modeling, and it has the 
capability to capture flexible contextual dependencies [8]. In conclusion, when selecting the most appropriate model 
for a specific NLP task such as text classification, one should consider the characteristics and strengths of each model. 
CNN is a solid choice for challenging NLP classification tasks, while DBN can offer advantages with its ability to 
learn complex features. Meanwhile, RNN is well-suited for sequential modeling tasks that require capturing context 
dependencies.

In this study, a comparison was conducted between Convolutional Neural Networks (CNN), Deep Belief 
Networks (DBN), and two highly practical types of Recurrent Neural Networks (RNN), namely LSTM and GRU, for 
text classification tasks. The research experiment aimed to systematically analyze their performance in classification. 
The study identified two main findings from the research experiment: (1) Complementary Information: CNNs and 
RNNs were observed to provide complementary information for text classification tasks. The choice of architecture 
that performs better depends on the significance of semantically understanding the entire sequence. However, the 
research experiment highlighted certain deficiencies of standard RNNs, such as the issues of gradient vanishing and 
exploding. These issues make the training of RNN challenging in two ways: (i) they are not well-suited for processing 
very long sequences when using hyperbolic tanh activation function, and (ii) they exhibit instability when using the 
rectified linear unit (ReLU) as an activation function. Fortunately, RNN variants such as LSTM and GRU demonstrated 
the ability to overcome these problems. (2) Impact of Hyperparameters: The study also investigated the impact of 
various hyperparameters on the model’s performance. It was observed that changes in the learning rate resulted in 
comparatively smooth performance variations. On the other hand, altering the batch size and hidden layers size led to 
significant variations in the results. In conclusion, the study highlighted the complementarity of CNN and RNN for 
text classification tasks and emphasized the importance of using more advanced RNN types like LSTM and GRU to 
overcome the gradient vanishing and exploding issues. Moreover, the research experiment demonstrated the sensitivity 
of model performance to specific hyperparameters such as learning rate, batch size, and hidden layer size.

Our study investigated the three most extensively employed deep learning approaches, namely CNN, RNN, and 
DBN, which focus on overcoming the above-mentioned issues in text classification tasks. The effectiveness of each 
architecture depends on the significance of semantically comprehending the entire sequence. Within the realm of deep-
learning, DNN has shown remarkable success, and the rapid progress of pre-trained word embeddings has opened up 
new avenues for natural language processing and various other tasks. The primary objective of this paper is to provide 
a comparative review and identify the research limitations in the area of text classification by utilizing various deep 
learning approaches. The main contributions of this study can be summarized as follows:

· We introduced the process and evolution of text classification, and presented the comparative analysis and 
research on main deep learning approaches based on their model architectures.

· We conduct a comparative review of over 6 widely used text classification datasets.
· Highlighting the advantages and drawbacks of different models utilized in the text classification process.
· Illustrating the research areas where further enhancements can be made to traditional approaches and suggest 

novel methods along with their potential applications across various domains.
The remaining sections of this paper are structured as follows: Section 2 presents the related work, while Section 3 

illustrates the traditional deep learning models. In Section 4, we provided experimental design and dataset description. 
Gaps and discussion can be found in Section 5. Section 6 summarizes the conclusion and future direction of this study.
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2. Related work
Classification of text has emerged as a widely adopted application, wherein spoken or written language is 

systematically sorted based on the content and characteristics present in documents and files [9]. This field, known 
as text classification, holds a prominent position in Natural Language Processing (NLP). As the volume of electronic 
documents and digital libraries from diverse sources, text categorization becomes an increasingly challenging task [10]. 
Managing and standardizing text data has become complex due to the rapid growth of unstructured online information 
and data. To address this issue, various machine learning and deep-learning algorithms have been developed to 
effectively process textual data and extract valuable insights from vast collections of information [11]. In recent studies, 
numerous deep learning approaches have been employed to address text classification challenges [12]. The inherent 
difficulty in conveying both syntactic and semantic content makes text classification a complex task. Consequently, the 
final results of text classification are influenced by a combination of classification approaches and feature representation 
methods.

The most precise techniques between them are the naïve Bayes and SVM. Deep learning models have been 
largely used for TC such as CNN for sentence classification and image processing. RNN for multi-tasking learning and 
language modeling, DBN for spam filtering, web and Chinese text classification, and AE have been used for text feature 
extractions and data mining. In this way, by using RNN-Max Entropy proposed a method for sentence and paraphrase 
detection. However, the application of a recursive neural tensor model to assess the sentiment of phrases and sentences 
introduces a fresh analytical approach. In contrast, a different study [13] explored a sequential architecture of a recurrent 
neural network (RNN) where words were employed as inputs. This approach utilized a bidirectional model along with a 
Max-pooling layer at its apex, effectively incorporating the RNN for constructing language models. To address the issue 
of preserving contextual information for classifications, a new RNN approach was proposed, incorporating the use of 
fast text.

Additionally, this approach enables the acquisition of textual features through the utilization of word embeddings 
to replace sentences or texts. The FastText linear technique has been widely employed for text categorization. To 
address memory consumption and training time, Minaee et al. [14] referred to an encoding method that utilizes CNN 
to learn character-level text representations effectively. For character-level text classification, Londt et al. [15] referred 
to a model based on character input transformed into fixed-sized one-hot vectors, then processed through a deep CNN 
approach with six convolutional layers and pooling computations, followed by three fully connected layers. However, 
the structure of their proposed method performs well mainly on large-scale datasets. Neural networks have been 
considered by Chung et al. [16] as language models due to their memory and Turing capability. They compared different 
variants of RNNs including long short-term memory (LSTM) and Gated Recurrent Unit (GRU) in their proposed 
networks. Moreover, Zhou et al. [17] incorporated a Bidirectional-LSTM (Bi-LSTM) model, which captures valuable 
text features with different timescales using a two-dimensional max-pooling layer.

Furthermore, the combination of CNN and LSTM has demonstrated remarkable outcomes in answer selection, 
utilizing an attention-based LSTM. Conversely, in a study comparing word2vec, CNN, GRU, and LSTM for sentiment 
classification of Russian tweets, the GRU model exhibited superior classification performance over LSTM and CNN [18]. 
Notably, [19] conducted experimental evaluations and concluded that there is no clear winner between GRU and LSTM 
in various multiple classification tasks. Across various multiple classification tasks, both models performed similarly, 
highlighting that tuning hyper-parameters like batch and layer size often play a more critical role than selecting 
the paradigm architecture. As previously indicated, researchers’ summaries pertaining to deep learning models and 
techniques, along with a comparison of these techniques, assessment criteria, and the utilized datasets, are presented in 
Table 1. The outcomes and explanations of these findings are already detailed in the related work section.
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Table 1. Summary of text classification approaches

Existing studies Proposed approaches Comparative approaches Evaluation criteria Datasets

Kowsari et al. [20] DNN DBN, CNN Accuracy 1. WOS-11967, 2. WOS-46985

Zulqarnain et al. [21] ES-GRU LSTM, GRU, CNN, SVM, NB Accuracy, precision, recall, 
f-score, execution time

IMDB, 20NG, Yahoo, AG’s 
News

Sarikaya et al.[22] DBN-3 DBN, DBN-1, DBN-2, SVM, 
Boosting Accuracy 3.2K and 5.6K sentences 

datasets

Alaa et al. [23] RNN-Max entropy GIS, IIS Recall, precision, F-measure Arabic text documents

Peslak et al. [24] CNN MLP, LSTM, CNN + LSTM Accuracy IMDB

Joulin et al. [25] Fast-Text Char-CNN, n-gram, BoW, 
VDCNN Accuracy, running time YFCC100M

Wang et al. [26] CNN-SVM CNN, KNN, SVM Accuracy, Recall, F-measure, 
precision 20-News Group corpus.

Iwasaki et al. [27] AE + MF/GRU LBP-TOP/SVM, LBP-TOP/
LVM Accuracy OuluVS

Alshalif et al. [28] ARDC RDC, IRDC, SVM, KNN, 
MLP, MNB

Accuracy, precision, recall, 
f-score R-21578, 20NG, TDT2

3. Deep learning models
In recent years, there has been a remarkable surge of interest in deep learning approaches, which are capable 

of learning layered and hierarchical representations from high-dimensional data. Deep learning approaches have 
demonstrated successful applications in the domain of natural language processing (NLP) such as spam filtering, image 
classification, sentiment analysis and semantic segmentation. The objective of this study is to conduct a review of deep 
learning approaches by identifying gaps and limitations based on recent literature surveys. The article explores three 
prominent deep learning approaches, namely RNN, CNN, and DBN. Ultimately, this research concludes by summarizing 
the findings from the literature review and discussing the limitations of the various deep learning approaches.

3.1 Convolutional neural network 

CNN is an extensively applied deep learning model that was inspired by the visual cortex of animals. Recently, 
CNN has found significant applications in NLP systems, leading to remarkable achievements. Initially, they were 
primarily utilized for tasks like image classification, pattern recognition, and text classification. However, researchers 
have now extended their exploration to other domains, including object detection, text detection, and speech recognition 
[29]. The integration of CNN approaches with the NLP model to address bias-related challenges. Additionally, CNN has 
shown exceptional performance in classifying objects within images, showcasing their ability to generalize effectively 
in the context of image classification [30]. Furthermore, CNNs have been employed in text mining; however, for this 
purpose, they necessitate an extensive amount of training data.

CNN consists of multiple layers of convolutions that incorporate nonlinear activation functions like ReLU or tanh 
and apply them to the outcomes. In contrast to classical feed-forward neural networks, where each neuron’s input is 
linked to every output in the subsequent layer (referred to as a fully connected or affine layer), CNNs employ distinct 
strategies. They utilize convolutions across the input layer to calculate the output, employing local connections to 
process information from the input layer. Subsequently, each layer employs various kernels, often comprising hundreds 
or even thousands of filters, to amalgamate the computed outcomes. In the process of pooling or subsampling layers 
within CNN, as well as during the training phase, the network acquires the appropriate filter sizes according to the 
specific tasks. Figure 3 illustrated the traditional architecture of CNN model, To demonstrate, in scenarios like image 
classification [31], a CNN could grasp the skill of identifying edges from the initial raw pixel data in the initial layer. 
Subsequently, these detected edges might be employed to recognize basic shapes within the second layer. As the layers 
progress, these shapes can then contribute to the recognition of more complex attributes, such as facial shapes, in the 
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higher layers. The outcome of this layered approach is then inputted into a classifier that capitalizes on these higher-
level features. In conclusion, it has been shown that deep learning employing Convolutional Neural Networks (CNN) 
can effectively grasp advanced textual concepts from character-level text representations. 

Figure 3. Traditional architecture of CNN model

3.2 Recurrent neural network 

The concept of Recurrent Neural Network (RNN) was initially introduced by Hopfield in 1983 [32]. RNN is a type 
of supervised artificial neural network, that incorporates feedback connections between layers in the structure of a direct 
cycle. This cyclic arrangement enables RNNs to execute analogous operations for all nodes within a sequence. RNN is 
one of the most well-known deep learning approaches which performed outstanding results on any sequence of datasets 
such as speech recognition, audio classification, and sentiment analysis [33]. The utilization of Recurrent Neural 
Network (RNN) has been prominent in addressing Natural Language Processing (NLP) challenges due to their inherent 
recurrent structure, which proves to be a highly effective and apt algorithm for handling text of varying lengths [34]. The 
architecture of RNN holds particular significance in acquiring the capacity to understand temporal dependencies within 
text, whether they pertain to characters or words. The fundamental architecture of an RNN approach is illustrated in 
Figure 4. Provided a sequence of word vectors (X1, ..., Xt), the process generates a sequence of hidden states (h1, ..., ht). 
Each hidden state is computed at time step t. Consequently, the output can be determined using the following procedure 
within an RNN framework:

( )1= +t x t o tO φ W x U h −

( )1 1= +l l l
t x t H tH φ W h U h− −

Word vector input (100 × 50)

256 Filters 256 Filters

256 Filters 256 Filters Layer size: 128 Layer size: 26

Relu Activation Relu Activation

Relu Activation Relu Activation Relu ActivationDropout.5 Dropout.5

Convolutional Layers

Convolutional Layers Fully Connected Layers

Max Pooling

Max Pooling

Chronic myclocytic loukemia (CML) may affect peopleof any 
age and of either set but is uncommonin younger children

(1)

(2)
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Figure 4. The conventional architecture of RNN model

The recurrent weights matrices are represented UO as UH, while the input-to-hidden weights matrix is denoted 
as Wx. Additionally, φ stands for any arbitrary activation function. Equations (1) and (2) illustrate the hidden layer’s 
behavior, indicating its connection with the previous hidden layer activity, ht － 1. This relationship is nonlinear in nature 
because of the utilization of the logistic activation function φ (·). The RNN model explore saves all past text semantics 
in the memory of the hidden layer and performs work word to word. The architecture of RNN use memory and it has 
excellent sequence datasets that’s why it has no doubt the capability to capture the semantics of a long sentence [35].  
In the realm of deep learning, innovative research areas and gating mechanisms have emerged to enable the creation 
of potent deep models for Recurrent Neural Networks (RNNs). Among the notable RNN-based variants are the Long 
Short-Term Memory (LSTM) and the Gated Recurrent Unit (GRU).

3.3 Long short-term memory

An LSTM unit, classified as a form of conventional RNN, was originally presented by German researchers Sepp 
Hochriter and Juergen in 1997 [36]. The LSTM network stands as a modification of the typical RNN, distinguished 
by its proficiency in grasping extended sequential data and sustaining error propagation throughout all its layers [37]. 
Within the LSTM architecture, distinctive internal memory blocks and gated mechanisms are incorporated, which 
effectively address two widely recognized issues associated with the conventional RNN: the vanishing gradient problem 
and the exploding gradient problem. In the context of LSTM, these memory blocks encompass memory cells featuring 
self-connections, thereby retaining the temporal state of the network. Additionally, special multiplicative units are 
introduced to regulate the flow of information.

In the context of LSTM, memory blocks are composed of memory cells that possess self-connections along with 
specialized multiplicative units designed to manage information flow. Each LSTM block is comprised of three distinct 
gates: an input gate, an output gate, and a forget gate [38]. The standard architecture of these LSTM gate blocks is 
illustrated in Figure 5. From a mathematical perspective, the connections between the inputs and the output gates of an 
LSTM are determined through a series of subsequent equations.

it = Sigm(Wxi xt + Uhi ht － 1 + bi)

ot = Sigm(Wxo xt + Uho ht － 1 + bo)

ft = Sigm(Wxf xt + Uhf ht － 1 + bf)

ât = tanh(Wxâ xt + Uhâ ht － 1 + bâ)

O

V
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U
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U U U
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W W W
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Ot － 1
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ct = ft × xt － 1 + it × ât

ht = ot × tanh(ct)

The training process yields computed weights and biases, denoted as Wi, Wo, Wf, m p
âW R ×∈ , Ui, Uo, Uf, m m

âU R ×∈ , bi, bo, 
bf, 1m

âb R ×∈ . The * operator signifies element-wise multiplication between vectors. Additionally, the activation functions 
Sigm and tanh correspond to element-wise logistic sigmoid and hyperbolic tangent functions, respectively.

Figure 5. LSTM architecture framework diagram

3.4 Gated recurrent unit 

The Gated Recurrent Unit, initially introduced by Chung et al. [39], tackles the prevalent problem of lengthy 
contextual connections that often result in gradient degradation within conventional, extensive RNN networks. This 
innovation has since evolved into a modern architecture, referred to as the “two gated mechanism” approach. This 
approach is aimed at enabling each recurrent unit to adeptly grasp dependencies across different time ranges. GRUs 
resolve this concern by retaining a form of “memory” from the preceding time step, which significantly aids the network 
in making accurate future predictions [40]. Figure 6 illustrates the traditional GRU architecture, which showcases how 
the update and reset gates are interconnected.

Nevertheless, the GRU utilizes its internal memory capacity to store and filter information, combining the input 
gate and forget gate into a unified update gate with inputs like the previous activation ht － 1 and the candidate state ht. 
The GRU consists of three key elements: the update gate, the reset gate, and the candidate state. The corresponding 
equations for these components are as provided fellows:

Update gate 

zt = Sigm (Wxz xt) + Uhz( ht － 1)

Reset gate                   

rt = Sigm (Wxr xt) + Uhr( ht － 1)

Candidate state                          
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Sigmoid activation function

Tanh activation function
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Multiplication

tanh
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(7)
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( ) ( )ˆ 1ˆ= +ˆ
tt xh hh t ttanh W x U r hh −×

Final output memory                   

( ) 1 + ˆ= 1t t tt th h zz h−× ×−

The elements that need computation while the training is underway consist of Wxz, Wxr,  
ˆ

m p
xhW R ×∈ , Uhz, Uhr, 

 
ˆ

m m
hhU R ×∈  and * denoted by element-wise multiplication.  

Figure 6. Traditional GRU architecture [41]

3.5 Deep belief network 

DBNs have been used in various forms of data in generative deep learning approaches such as multiple areas of 
text classification. The DBN model obtains more complicated features to express data and can be learned the more 
features with hidden layers. A generative probabilistic model known as DBN comprises a single visible layer alongside 
multiple hidden layers [41]. In the DBN framework, each hidden layer unit acquires a statistical understanding of the 
units within the lower layer. Consequently, the representations in the upper layers tend to exhibit increased complexity. 
Figure 7 presents the basic structure of DBN and the equation:

Allow vi and hj to denote the conditions of visible node i and hidden node j, respectively. In the case of binary state 
nodes, i.e., where vi and hj are within the set {0, 1}, hj’s state is established at 1 with particular probabilities.

( )= = 1| = + ,jh j j i j i
i

P p h v σ b w v 
 
 

∑

This likelihood is determined by the logistic sigmoid function σ(x) = 1/(1 + exp(-x)), where bj signifies the bias of j, 
and vi signifies the binary state. The weight wij corresponds to the connection between vi and hj.

Typically, the capacity of DBN higher modeling of shallow approaches with the number of the same parameters, 
but these are very difficult and harder to train, both as deterministic bottom-up discriminative models and top-down 
probabilistic generative models. Using backpropagation in discriminative training models, the learning process indicates 
a slow performance with multiple hidden layers and one of the most serious issues is overfitting [42]. 

x(t)

h(t)

ˆxhW
ˆhhU

1th −

ˆ
thrt

Uhr UhzWxr Wxz

Sigm Sigm tanh

zt

1-

(11)
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Figure 7. DBN architecture

4. Experimental design & datasets
An experimental setup was employed to assess the efficacy of four distinct deep learning methods on the text 

classification datasets. As such, this section provides a concise overview of both the text classification datasets and the 
experimental configuration.

4.1 Datasets description

The significant advancements in text classification can mostly be credited to the wealth of labeled datasets 
accessible. In this section, a summary of these datasets is provided, emphasizing their attributes like domains, diverse 
groupings, average sentence length, and dataset scale.

4.1.1 Sentiment text classification 

The Stanford Sentiment Treebank (SST) dataset [43] contains movie reviews classified as either “positive” or 
“negative” sentiments. In this research, we employ this dataset, dividing it into three segments: 6,895 sentences for 
training, 878 for validation, and 1,830 for testing purposes. Similar to what is mentioned in reference [44], label phrases 
occurring within training sentences are treated as distinct training instances.

4.1.2 CNAE-9

In Sem-Eval 2012, specifically on task 7 [45], there is a dataset consisting of 1,080 business documents in free 
text format. These documents provide descriptions of Brazilian companies and are organized into 9 different subsets. 
The dataset underwent a preprocessing step where only letters were retained, and prepositions were removed from the 
texts. The CNAE-9 dataset was further divided into 760 documents for training purposes and 328 documents for testing 
purposes, with no separate validation set being utilized.  

4.1.3 Textual entailment 

In the Stanford Natural Language Inference dataset (SNLI) [46], there are pairs of statements, each comprising a 
premise and a hypothesis, associated with labels indicating their relationship (“entailment”, “contradiction”, or “neutral”). 
After excluding the pairs without labels, the dataset comprises 549,361 pairs for training, 9,814 pairs for validation, and 
9,860 pairs for testing.

Hidden Layers

Input Layer

Output Layer
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4.1.4 Health news in twitter 

The health-related information originates from a selection of open datasets found within the UCI data repository. 
This data was gathered through the utilization of the Twitter API and encompasses health news items obtained from 
over 15 prominent health news sources including BBC, CNN, and NYT. Once the data underwent processing, it was 
subsequently split into two segments: 70% for training purposes and 30% designated for testing.

4.1.5 20 newsgroups 

Derived from the raw format available in the UCI data repository [47], this dataset is characterized by balance 
and comprises 20 substantial classes. The dataset encompasses a total of 20,000 messages sourced from 20 distinct 
newsgroups. For the purpose of our investigation, we partition this dataset into three subsets: 14,000 messages for 
training, 2,500 sentences for validation, and 3,500 sentences earmarked for testing.

4.1.6 Reuters-21578

Derived from the UCI data repository, this dataset has been utilized in multiple prior experimental research 
endeavors. Within the Reuters-21578 dataset, 15 classes with imbalanced sizes were employed. We organized the data 
into two main categories. Firstly, there’s “Text classification” (referred to as TextC), encompassing SentiC, CNAE-9, 
and TextC1, which consists of 20NG and R-21578. Secondly, there’s “SemMatch”, which includes TE and HNT. Our 
objective in assessing these two categories is to identify foundational techniques commonly employed in CNNs, RNNs, 
and DBNs. Table 2 displays the summary of statistics for all the datasets.

Table 2. Text datasets description

Datasets No. of instances No. of attributes No. of Web hits Area Associated tasks

SentiTC 3,000 N/A 100,816 N/A Classification

CNAE-9 1,080 857 50,866 Business Classification

TE 569,028 21,000 63,121 N/A SemMatch

HNT 580,000 25,000 25,174 Computer Classification

20NG 20,000 N/A 80,915 N/A Classification/Clustering

R-21578 21,578 05 139,119 N/A Classification

4.2 Implementation detail

To systematically investigate the encoding capabilities of various traditional deep learning approaches, we 
conducted an experiment using six distinct datasets. The Python 3.6 programming language was employed for data 
preprocessing and manipulation, utilizing the Sklearn, numpy, and pandas packages. The implementation encompassed 
both traditional deep learning approaches and GRU networks, with the TensorFlow framework being utilized. 
TensorFlow is an open-source software library designed for numerical computations utilizing data flow graphs. The 
experimental design can be summarized as follows:

· Training was consistently initiated from scratch, with no utilization of supplementary information like pre-trained 
word embeddings.

· Training procedures followed a foundational setup, devoid of intricate techniques like batch normalization.
· Hyperparameters were tailored individually for each task and model, ensuring relevance and appropriateness.
The simulations were executed on a machine powered by an Intel Core i7-3770 CPU, 3.40 GHz, coupled with 8 

GB of RAM. Experimental results in terms of accuracy and detailed information regarding all experimental parameters 
are illustrated in Table 3. Hyperparameters are adjusted for parameters such as hidden size, mini-batch size, learning 
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rate, maximum sentence length, and the ranking loss in HNT is optimized.

Table 3. Experimental results in the term of accuracy and along with experimental parameters

Tasks Datasets Models Performance Lr Hidden Batch SentLen

Text-C

SentiC (acc)

DBN 86.44 0.2 30 64 60
CNN 86.25 0.2 30 32 60
GRU 88.38 0.1 20 64 60

LSTM 86.62 0.2 20 64 60

CNAE-9

DBN 77.82 0.12 75 32 24
CNN 77.67 0.12 75 32 24
GRU 78.72 0.10 70 128 24

LSTM 77.02 0.1 70 128 24

SemMatch

TC (acc)

DBN 81.15 0.1 60 64 55
CNN 80.74 0.1 60 64 55
GRU 82.28 0.1 50 32 65

LSTM 81.53 0.1 70 32 65

HNT (MAP & MRR)

DBN 62.52, 63.58 0.01 40 64 45
CNN 62.83, 64.32 0.01 40 64 45
GRU 61.98, 63.04 0.1 60 128 45

LSTM 61.64, 62.90 0.1 60 128 40

Text-C1

20NG (acc)

DBN 92.02 0.01 100 40 60
CNN 91.48 0.01 100 32 60
GRU 92.95 0.001 80 64 60

LSTM 92.63 0.001 80 64 60

R-21578 (acc)

DBN 90.04 0.01 90 50 60
CNN 90.47 0.01 90 70 60
GRU 91.34 0.001 100 64 60

LSTM 91.54 0.001 100 64 60

4.3 Performance metrics
4.3.1 Accuracy

Equation (14) is employed to determine the value of the metric known as accuracy, which represents the proportion 
of correct predictions made by machine learning algorithms [48] about the overall number of input instances.
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4.3.2 Mean reciprocal rank 

Mean Reciprocal Rank (MRR) is an evaluation metric commonly used in information retrieval and ranking tasks 
to assess the effectiveness of a ranking system or search engine. It measures the quality of a ranked list of items by 
considering the position of the first relevant item within that list. It is defined by equation (15) as follow:
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Where, N is the total number of queries in the test dataset, ranki is the rank of the first relevant item for the i－ th 
query, if no relevant items are found, ranki is typically set to a predefined maximum rank or considered as infinity.

4.4 Results and analysis

In this section, we carried out experimental research for text classification tasks using various datasets along 
with their respective hyperparameters. We assessed the effectiveness of traditional deep learning algorithms in terms 
of accuracy (Acc) and Mean Reciprocal Rank (MRR). Across different implementation settings and experimental 
foundations, all models demonstrated strong performance in text classification. However, the GRU model illustrated 
exceptional results on the SentiC dataset. We compared its performance against baseline deep learning approaches such 
as DBN, CNN, and LSTM, as illustrated in Table 3 and Figure 8. In the case of textC1, both GRU and LSTM showed 
better performance as compared to DBN and CNN. Specifically, GRU exhibited superior outcomes on the 20NG dataset, 
while LSTM illustrated better results on the R-21578 dataset.

Figure 8. Distributions of different sentence lengths ranges and corresponding accuracy

Furthermore, our experiments led us to the conclusion that RNN models such as GRU and LSTM are most 
effective and well-suited for tasks involving long-range contextual dependencies and text classification. Specifically, 
when dealing with sentiment matching, unexpected observations came to light. In the domain of local feature extraction 
and position-invariant attributes, both CNN and DBN were initially deemed superior for capturing such aspects. These 
models exhibited strong performance on the SentiMatch dataset (referred to as HNT). Surprisingly, in our empirical 
investigations, RNN outperformed CNN and DBN, particularly in the context of 20NG and SentiC datasets. This 
superiority of RNNs became evident due to their ability to predict and ultimately generate relational outputs after 
comprehensively processing entire sentences.

In the subsequent phase, we evaluate the effectiveness of various deep learning approaches, including CNN, 
DBN, GRU, and LSTM, in terms of maintaining consistent performance across different sets of hyperparameter values. 
Table 3 illustrates how CNN, DBN, GRU, and LSTM perform under various combinations of learning rates, hidden 
layer configurations, and batch sizes. Notably, all the deep learning approaches exhibit relatively consistent behavior 
when confronted with changes in learning rates. Conversely, fluctuations in hidden layer sizes and batch sizes result 
in significant oscillations. It is worth highlighting that, in the sentiment analysis tasks of SentiTC and TextC, the 
performance of CNN consistently remains less as compared to DBN, GRU, and LSTM. However, CNN demonstrates 
superior performance on the HNT dataset for sentiment matching.

1~5          6~10      11~15     16~20      21~25      26~30     31~35      36~40      41~45     46~50

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

A
cc

Sentence lengths ranges

CNN

DBN

GRU

LSTM



Cloud Computing and Data ScienceVolume 5 Issue 1|2024| 93

5. Gaps and discussion
This paper has evaluated a comprehensive assessment of deep learning approaches based on natural language 

processing tasks such as text classification. In sequence to differentiate and understand the three DL approaches. In this 
study, we describe their gaps and limitations concerning diverse properties. According to the literature review study, 
we found that some limitations in the traditional deep learning approaches for text classification tasks. The deficiencies 
of common neural network architectures, such as their high complexity, extended training periods, and associated 
implementation expenses. In contrast, conventional deep learning structures have a couple of significant drawbacks, 
such as the need for extensive computational training time and increased implementation costs due to concerns like 
overfitting. Moreover, traditional deep learning algorithms often fail to meet expectations as general-purpose solutions, 
primarily because they demand an extensive amount of training data.

CNN has been applied in various NLP tasks with remarkable achievements. However, their strength lies in 
hierarchical structures, making them particularly effective for tasks such as pattern recognition, image classification, 
and object detection. Yet, when it comes to modeling sequential units, CNN is not as suitable. These networks comprise 
multiple hidden layers to grasp distant relationships within data. Their complexity is evident from the multitude of 
layers, demanding substantial training data and time. Training a CNN necessitates substantial computational resources, 
especially a powerful GPU, without which training for intricate tasks can be sluggish. 

 

Table 4. Comparative analysis of CNN, DBN, and RNNs models in the terms of strengths, weaknesses, application and performance metrics

Models Strengths Weaknesses Applications Performance metrics

CNN

It delivers rapid predictions, excels 
with extensive datasets, and requires 
no human involvement in feature 
engineering. It is good at capturing 
syntactic features and simple patterns 
in text, such as n-grams and word co-
occurrences.

Lack of Sequential Understanding: It is 
not inherently equipped to capture the 
sequential nature of text data. While 
they can capture local patterns within 
fixed-size windows (n-grams), they 
may struggle to understand long-range 
dependencies and relationships between 
words in a sentence. Computationally 
expensive requires a large data set for 
training.

Pattern recognition, 
image processing, 
text classification

Accuracy, Precision, 
Recall, F-measure

DBN

It is capable of learning hierarchical 
representations of data, and capture 
non-linear relationships in the data. It 
can perform automatic dimensionality 
reduction during the feature learning 
process. 

It is computationally expensive, especially 
for large-scale text datasets, and perform 
well when you have a large amount of 
data. DBN has several hyperparameters 
that need to be carefully tuned.

Feature learning, 
image recognition, 
speech recognition, 
NLP

Accuracy, Precision, 
Recall, F-measure

RNN

It utilizes a feedback model, making 
it particularly suitable for time series 
problems and enabling more precise 
predictions compared to other artificial 
neural network (ANN) models.

Model training is a challenging and 
time-consuming process, often requiring 
significant time to uncover nonlinearity 
within the data, and it is susceptible to 
the issue of gradient vanishing.

Sentiment analysis, 
News classification, 
question answering, 
Topic labeling

Accuracy, Precision, 
Recall, F-measure

LSTM

Incorporates both short-term and long-
term memory components into RNN, 
making it particularly well-suited for 
tasks involving sequential data, such as 
text classification and text generation 
in the context of NLP applications, 
and it operates efficiently with high 
computational speed.

It utilizes the backpropagation, model 
adds complexity and cost, elevating 
the dimensionality of the issue and 
rendering the search for the optimal 
solution more challenging.

Sentiment analysis, 
News classification, 
question answering, 
Topic labeling

Accuracy, Precision, 
Recall, F-measure

GRU

It exhibits faster learning and superior 
performance compared to LSTMs 
when trained with limited data, and 
requires fewer training parameters. 
They offer simplicity, making them 
more adaptable, without the need for 
additional memory units like extra 
gates when the network demands 
increased input.

It continues to face challenges in terms 
of sluggish convergence and constrained 
learning efficiency. It captures short-
term dependencies in sequences but 
may struggle with capturing long-term 
dependencies effectively

Sentiment analysis, 
News classification, 
question answering, 
Topic labeling

Accuracy, Precision, 
Recall, F-measure
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RNNs prove effective in modeling sequential elements and are particularly suitable for tasks involving sequences. 
Opting for RNN is a judicious decision when confronted with sequence-related challenges such as language modeling 
and document-level sentiment classification. However, the study highlights a notable constraint of RNN, namely, the 
challenges of gradient vanishing and exploding. These hurdles complicate RNN training in two specific manners: firstly, 
it struggles to handle extensive sequences when employing the hyperbolic tanh activation function; secondly, adopting 
the rectified linear unit (ReLU) as the activation function renders the model quite unstable and takes a long time to 
find nonlinearity. Moreover, in the LSTM approach, the utilization of the backpropagation model adds complexity and 
cost to the problem, elevating its dimensionality and rendering the search for an optimal solution more challenging. 
Additionally, the Bi-LSTM, with its dual LSTM cells, further amplifies the implementation costs. On the other hand, 
slow convergence and limited learning efficiency are still issues in the GRU model. Table 4 illustrates the comparative 
analysis of deep learning approaches in terms of strengths, weaknesses, application, and performance metrics. 
Furthermore, the recurrent neural network approaches extremely hard to train and develop relations among two different 
sentences of tree structure. In this study, it is very important for the reader to note that the gaps which are only represent 
the general current findings of this study in the deep learning approaches. 

6. Conclusion and future direction
In this study, we evaluated three various deep learning models for the task of natural language processing such as 

text classification. A brief overview of findings from existing literature is conducted to analyze the challenges associated 
with deep learning models. Additionally, we elucidate the architectures of these models and highlight their shortcomings 
and constraints. Although many achievements have been attained using deep learning models in classification tasks 
still there are some issues that need to be resolved. Finally, we showed real-world problems like complexity, overfitting 
and more issues briefly explained in gaps and discussion sessions. In conclusion, deep learning algorithms have 
demonstrated their effectiveness in decision-making for NLP-based applications, but they face limitations when dealing 
with symbols directly. Additionally, the training of such algorithms comes with a substantial computational expense. 

In the future direction, it offers an opportunity to develop deep neural network architectures capable of 
incorporating linguistic, lexical, and word knowledge from various domains. We hope that our article will be a useful 
and fundamental vision for researchers beginning to work on deep learning for text classification.
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