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Abstract: Human Activity Recognition (HAR) is essential for real-time surveillance and security systems, enabling the 
detection and classification of human actions. This study evaluates five pre-trained Convolutional Neural Network (CNN) 
models, EfficientNetB7, DenseNet121, InceptionV3, MobileNetV2, and VGG19 on a dataset comprising 15 human 
activity classes. The models were compared based on accuracy, precision, recall, F1-score, loss, and Receiver Operating 
Characteristic Area Under the Curve (ROC AUC). InceptionV3 achieved the highest performance with a validation 
accuracy of 80.16%, precision of 80.20%, and ROC AUC of 0.81, demonstrating its effectiveness for HAR tasks. 
EfficientNetB7 and DenseNet121 also performed well, with ROC AUC scores of 0.74 and 0.80, respectively. VGG19, 
however, showed lower metrics, emphasizing its limitations for complex HAR applications. This work highlights the 
trade-offs between model performance and efficiency, offering guidance for selecting suitable architectures for real-time 
surveillance. The findings contribute to the optimization of HAR systems for applications in smart cities, healthcare, and 
security.
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1. Introduction
Human Activity Recognition (HAR) has become a significant area of research, especially in the context of 

surveillance systems. HAR involves the automatic identification of physical activities based on data derived from 
various sensors [1], such as cameras [2], wearable devices [3], or other motion-capturing technologies [4]. In recent 
years, advancements in deep learning, particularly Convolutional Neural Networks (CNNs), have revolutionized the 
field, offering highly efficient and accurate methods for classifying human activities. CNN-based pretrained models, 
such as EfficientNet [5, 6], DenseNet [7], InceptionV3 [8], MobileNetV2 [9], and VGG19 [10], have emerged as state-
of-the-art solutions for image classification tasks, demonstrating strong performance in various domains, including 
healthcare, security, and sports analytics. These models are particularly suited for surveillance applications where 
recognizing human actions in real-time can enhance monitoring, provide critical insights, and improve decision-making 
processes in security systems.

The application of HAR extends beyond surveillance and security. In healthcare, it plays a crucial role in 
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monitoring patients’ physical activities, helping with fall detection, elderly care, and rehabilitation. For example, 
in the domain of stroke rehabilitation, tracking the movements of patients during their recovery phase can provide 
valuable data for physiotherapists, ensuring that rehabilitation exercises are performed correctly and helping detect any 
irregularities in the movement patterns. In sports, HAR can be utilized to analyze players’ movements for performance 
optimization [11]. Furthermore, the significance of HAR is heightened in modern smart cities where surveillance 
systems are essential for maintaining public safety, monitoring crowd behavior, or identifying suspicious activities.

One of the most pressing issues within HAR is the challenge of achieving high accuracy while maintaining low 
computational cost. Traditional machine learning models often fail to capture challenging patterns in human activities or 
require significant feature engineering. In contrast, deep learning models, particularly CNNs, have performed effectively 
in learning hierarchical features from raw images, making them suitable for HAR tasks. However, despite the success 
of deep learning in HAR, there remains a lack of comprehensive research comparing the performance of various CNN-
based pre-trained models in the specific context of surveillance systems. The performance of these models can vary 
greatly based on factors such as model architecture, dataset complexity, and real-time processing constraints. Therefore, 
understanding how different models perform under varying conditions is vital for selecting the most suitable architecture 
for specific HAR applications, especially those in surveillance systems.

Despite significant advancements in human activity recognition, several challenges remain, particularly in the 
context of surveillance systems. The problem lies in identifying human activities in diverse and dynamic environments 
while maintaining high accuracy, real-time performance, and robustness. Surveillance systems, often deployed in 
uncontrolled environments, face issues such as varying lighting conditions, occlusions, diverse body postures, and 
complex interactions between individuals. These factors pose significant challenges to the effectiveness of HAR models, 
particularly when dealing with large-scale datasets and real-time processing requirements. Furthermore, while there 
are various CNN-based pretrained models available for image classification tasks, there is a lack of comprehensive 
studies that compare the performance of these models specifically for HAR tasks in surveillance applications. This gap 
in the literature makes it difficult to identify the most suitable model for real-world deployment, as performance metrics 
like accuracy, loss, computational efficiency, and generalization across diverse activity types are not always clearly 
understood.

Figure 1. Sample of images from the datasets with their class labels

The primary aim of this research is to perform a comparative analysis of five CNN-based pretrained models 
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EfficientNetB7, DenseNet121, InceptionV3, MobileNetV2, and VGG19 on the task of human activity recognition within 
surveillance systems. This study aims to assess the performance of these models in terms of key metrics such as training 
accuracy, validation accuracy, training loss, and validation loss, using a publicly available Human Activity Recognition 
dataset, the sample of the images are shown in Figure 1. By evaluating the models’ ability to generalize across various 
human activity classes, we aim to identify the strengths and limitations of each model in the context of real-time 
surveillance applications. Furthermore, the study seeks to explore how factors like model complexity, training time, and 
computational efficiency impact the deployment of HAR systems in practical scenarios. Ultimately, this research will 
contribute valuable insights into selecting the most suitable pretrained CNN model for enhancing the effectiveness and 
efficiency of surveillance systems, ensuring that they can operate optimally in diverse and dynamic environments.

This study addresses a critical gap in existing research by systematically comparing the performance of five state-
of-the-art pre-trained CNN architectures, EfficientNetB7, DenseNet121, InceptionV3, MobileNetV2, and VGG19, 
for Human Activity Recognition (HAR). Unlike previous studies, which often focus on a single model or limited 
comparisons, this research uniquely explores the impact of model complexity, varying architectural depths, and the 
number of layers on performance, computational efficiency, and generalization ability. By leveraging a standardized 
dataset and consistent evaluation metrics, the study provides a detailed analysis of how these factors influence 
the models’ ability to classify human actions accurately. The novelty lies in its practical insights into balancing 
computational demands with accuracy, offering actionable recommendations for selecting optimal models for HAR 
systems in real-time surveillance applications, with implications for smart cities, healthcare, and security domains.

2. Literature survey
HAR has been an active area of research due to its applications in surveillance systems, healthcare, and smart 

environments. Several approaches have been explored, ranging from traditional machine learning techniques to DL-
based methods, particularly convolutional neural networks.

2.1 Traditional approaches

Earlier methods in HAR relied heavily on handcrafted feature extraction techniques combined with machine 
learning classifiers such as Support Vector Machines (SVM), k-Nearest Neighbors (k-NN), and Hidden Markov Models 
(HMM). These approaches often required domain expertise for feature engineering and struggled with generalizing to 
complex and dynamic activities.

 
2.2 Deep learning techniques

The enhancement of Deep Learning (DL) has significantly transformed HAR by automating feature extraction and 
achieving higher accuracy. CNN-based models have become a popular choice due to their ability to learn spatial features 
directly from images. Pretrained models such as VGG, ResNet, and Inception have been extensively used in transfer 
learning settings for HAR tasks.

Table 1 displays the literature review table presents a comprehensive summary of recent advancements in Human 
Activity Recognition (HAR) using various machine learning and deep learning models across diverse datasets. Studies 
employing models like CNN, ResNet, EfficientNet, and hybrid architectures (e.g., Convolutional Neural Network-
Long Short-Term Memory (CNN-LSTM) and Convolutional Neural Networks-Gated Recurrent Unit (CNN-GRU)) 
demonstrate significant progress in accuracy and computational efficiency. For instance, EfficientNetB3 achieved 
notable accuracy for vision-based tasks, while a CNN-GRU hybrid excelled on the Wireless Sensor Data Mining 
(WISDM) dataset by effectively combining feature extraction and temporal pattern recognition. Despite these successes, 
limitations such as model complexity, overfitting, lack of temporal feature extraction, and dataset-specific validations 
highlight the need for improved generalization and robustness. Additionally, emerging techniques like transformers and 
data augmentation have shown promise in enhancing performance but require further exploration under diverse and 
complex scenarios. This table collectively underscores the gaps and challenges in HAR research, paving the way for our 
study’s focus on comparing state-of-the-art CNN models for robust and efficient HAR applications.
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Table 1. Literature survey of models on HAR

Authors (ref.) Year Model Dataset used Observation Limitation

Xu et al.
[12] 2018 CNN WISDM

The CNN-based method for human activity 
recognition achieved 91.97% accuracy using
raw accelerometer data, outperforming the

SVM’s 82.27% while requiring lower 
computational cost and no complex preprocessing.

Finding an efficient method 
of recognizing the physical

activities becomes the
pivotal, core and 

urgent issue.

Archana and
Hareesh

[13]
2021 ResNet & CNN Kinetics 400

The study developed a real-time human activity
recognition method using a modified ResNet
combined with 3D CNN, achieving enhanced

recognition accuracy and reduced overfitting by
leveraging the extensive Kinetics dataset.

Excludes LSTM-attention 
mechanisms, potentially 
limiting temporal feature 

extraction.

Gill et al.
[14] 2023 EfficientNetB3 HAR

The study proposed a model using
EfficientNetB3 and the Adam optimizer,
achieving 76% accuracy for vision-based
action prediction and recognition tasks.

Model complexity and 
efficiency.

Luo et al.
[15] 2022 EfficientNet

Light Detection and 
Ranging
(LiDAR)

The study proposed an improved EfficientNet
model optimized for 3D LiDAR data,

achieving a remarkable accuracy of 99.69%,
with superior environmental robustness

and minimal invasiveness compared
to traditional methods.

Limited analysis of 
performance under

diverse environmental
conditions and noise levels.

Fukace et al.
[16] 2023

KNN, LR,
MLP, NB,
RF, and
SVM

USC-HAD

The study integrates multiple publicly available
datasets for HAR to create a unified dataset and
evaluates various machine learning algorithms,

with Random Forest (RF) achieving the best
performance (accuracy and F-score of 0.969).

Integration of datasets may
introduce inconsistencies or
biases due to differences in

data collection methods.

Saidani et al.
[17] 2023 Transformer 

model
WISDM,

HAR, UCI

The proposed HAR system using data
enhancement and a transformer model

achieved high accuracy: 98.2% for PAMAP2
(12 activities), 98.6% for UCI HAR

(6 activities), and 97.3% for WISDM
(6 activities), outperforming baseline

methods and effectively capturing low- 
and high-level information.

Although various studies 
utilized manual features to 
identify human activities 

and obtained good accuracy. 
Nonetheless, the performance 
of such features degraded in 

complex situations. 

Choudhury
and Badal 

[18]
2023 CNN-LSTM Inbuilt smartphone 

sensor-based dataset

The proposed lightweight CNN-LSTM model
achieved 98% accuracy on raw sensor data for

six daily activities in an uncontrolled
environment, outperforming conventional

models with minimal preprocessing
and optimized computational time.

No comparison with advanced
deep learning models beyond

conventional approaches.

Gupta
[19] 2021 CNN-GRU WISDM

The proposed CNN-GRU hybrid model
achieved superior accuracy on the WISDM

dataset, outperforming state-of-the-art models
like Inception Time and DeepConvLSTM,

leveraging its ability to combine convolutional 
feature extraction with gated recurrent units

for temporal pattern recognition.

Validation was limited to the 
WISDM dataset, potentially 

affecting generalizability
to other datasets.

Pavliuk et al.
[20] 2023 CNN

University of 
California Irvine- 

Human Activities and 
Postural Transitions

(UCI-HAPT)

Transfer learning on the UCI-HAPT dataset
showed performance improvements,

particularly on smaller subsets, but posed
challenges on large datasets

due to potential negative transfer.

Negative transfer was observed 
when applying the pre-trained 

model to large datasets.

Sai Ramesh et al. 
[21] 2024 CNN HAR

The proposed system uses transfer learning with 
three different deep learning models to reduce 

training time and computational costs for HAR.

Requires significant 
computational resources and 
access to large datasets for 

optimal performance.
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3. Methodology
In this section, we detail the methodology employed to perform the comparative analysis of Human Activity 

Recognition (HAR) using CNN-based pre-trained models within a surveillance system. Our study focuses on evaluating 
five widely used pre-trained models: EfficientNetB7, DenseNet121, InceptionV3, MobileNetV2, and VGG19 on 
Human Action Recognition (HAR) Dataset [22]. Each of these models has been selected for its unique architectural 
characteristics and effectiveness in various image classification tasks. The following outlines the specific models used 
and their application in the context of HAR and the methodology workflow is been illustrated in Figure 2.

Figure 2. Workflow of this study

Figure 3. EfficientNetB7 Architecture [23]
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3.1 EfficientNetB7

EfficientNetB7 is part of the EfficientNet family, which was introduced to optimize the balance between network 
depth, width, and resolution. The EfficientNet models, particularly B7, utilize a compound scaling method to achieve 
superior performance with fewer parameters compared to traditional CNN architectures. EfficientNetB7 is known for its 
high efficiency, where each layer has been scaled systematically to enhance both accuracy and performance as shown in 
the architecture in Figure 3. This model is ideal for the HAR task because of its ability to handle large datasets with high 
resolution while maintaining computational efficiency. We used this model’s power by using it as a feature extractor 
for recognizing human activities in surveillance footage, benefiting from its state-of-the-art performance in image 
classification.

3.2 DenseNet121

DenseNet121 is a member of the Dense Convolutional Network (DenseNet) family, known for its novel approach 
to layer connectivity. Unlike traditional CNNs, DenseNet connects each layer to every other layer in a dense block. This 
results in more efficient parameter usage and improved gradient flow, addressing the vanishing gradient problem that 
can occur in deep networks. DenseNet121, with 121 layers, has proven to be highly effective in tasks requiring fine-
grained visual recognition. In the context of HAR, this model is used to capture intricate features from human actions, 
especially in environments with varied lighting and backgrounds. DenseNet121 excels in utilizing all available features 
in the image by maintaining dense connections across layers, which is beneficial for detecting complex human activities. 
The architecture is depicted in Figure 4.

Figure 4. Architecture of DenseNet121 [24]
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effectively capturing multi-scale information and improving the model’s capacity to learn diverse patterns. InceptionV3 
is designed to balance computational cost with model accuracy, making it a popular option for image recognition tasks. 
It incorporates advanced techniques such as batch normalization and auxiliary classifiers for better training efficiency 
and accuracy. For HAR, InceptionV3 is particularly useful due to its ability to capture complex human movements 

In
pu

t

O
ut

pu
t

Conv 1D
7 + 2 (s)

Dense-block
(6× conv-block)

Ttransition
Layer

Ttransition
Layer fu

lly
 c

on
ne

ct
ed

-s
of

tm
ax

Ttransition
Layer

global
average-
pooling

Dense-block
(12× conv-block)

Dense-block
(24× conv-block)

Dense-block
(16× conv-block)

MP 3 + 2 (s)



Cloud Computing and Data ScienceVolume 6 Issue 1|2025| 85

across varying scales, making it well-suited for detecting human actions in dynamic surveillance environments. 

Figure 5. Architecture of IncetonV3 [25]

Figure 6. Convolutional Blocks of MobileNetV2 [26]
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convolutional blocks of MobileNetV2 in Figure 6, which significantly reduce the number of parameters and operations 
needed, making it an efficient choice for real-time applications like human activity recognition in surveillance systems. 
MobileNetV2 introduces a novel linear bottleneck layer that improves feature representation and enhances model 
performance. While less computationally demanding, MobileNetV2 achieves competitive results in visual tasks, 
including human activity recognition. We used this model for scenarios where real-time processing and low-latency 
prediction are crucial, as it can run efficiently on devices with limited computational resources.

3.5 VGG19

VGG19 is a deep CNN architecture that was developed by the Visual Geometry Group (VGG) at the University 
of Oxford. It is a deep network with 19 layers, characterized by its simplicity and uniformity, with all convolutions 
being 3x3 filters, and max-pooling layers following every convolutional layer as shown in the architecture in Figure 7. 
VGG19’s main strength lies in its straightforward architecture, which has been proven to perform well on a variety of 
image classification tasks, albeit with a higher computational cost compared to more efficient models like MobileNetV2. 
While VGG19 is computationally expensive, its depth allows it to capture detailed spatial hierarchies of image features. 
In the context of HAR, VGG19 is utilized to extract high-level features of human movements, enabling accurate 
classification of human activities despite its relatively larger parameter size.

Figure 7. VGG-19 model architecture [27]
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Dataset Splitting
The original dataset was split into 80% : 20%. Post-augmentation, the dataset split remained the same, with the 

training data increased in size through augmentation techniques, ensuring a better model training phase. The augmentation 
techniques were applied to artificially expand the training data, preventing overfitting and enhancing generalization:

• Rotations: Applied to simulate different orientations of human activities and increase model robustness to changes 
in viewpoint.

• Zooms: Used to simulate changes in sensor distance, helping the model generalize well across variations in 
observation distances.

• Flipping: Applied to simulate mirrored movements, helping to balance the dataset and ensure the model’s 
robustness to various activity directions.

The dataset consists of a total of 12,601 images, distributed across the 15 action classes. Each class contains 
approximately 840 images, ensuring a balanced dataset that facilitates unbiased training and evaluation of the models. 
Table 2 provides a detailed breakdown of the dataset distribution across the action classes.

 
 

Table 2. Dataset summary

Dataset split Total images Classes Description

Train 7,201
‘calling’, ‘clapping’, ‘cycling’, ‘dancing’, ‘drinking’, ‘eating’,

‘fighting’, ‘hugging’, ‘laughing’, ‘listening_to_music’, ‘running’,
‘sitting’, ‘sleeping’, ‘texting’, ‘using_laptop’.

Contains images for 15 activity classes, 
each containing label for training.

Test 5,400 Same as train.
Contains images for testing the model. 
Predictions are made for the same 15 

class labels.

 
 

4. Results
4.1 Model implementation and training

For each of the five models, we used the pre-trained weights on ImageNet as the starting point and fine-tuned 
the models on the Human Activity Recognition dataset. The fine-tuning process involved replacing the top layers of 
each model with custom fully connected layers designed to predict one of the 15 action classes in the HAR dataset. 
The models were trained using categorical cross-entropy loss and optimized using the Adam optimizer with an initial 
learning rate of 0.0001. Data augmentation techniques, including random rotations, zooms, and horizontal flips, were 
applied to increase the robustness of the models. The training process was carried out for 20 epochs and callback was 
introduced to overcome overfitting with a batch size of 32, and the models’ performance was evaluated on both training 
and validation datasets.

 
 

Table 3. Performance of the CNN-based models

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) Loss (%) ROC AUC

EfficientNetB7 0.7361 0.74010 0.7398 0.7438 0.8868 0.74

DenseNet121 0.8000 0.8011 0.8001 0.8000 0.7869 0.80

InceptionV3 0.8016 0.8020 0.8010 0.8000 0.8125 0.81

MobileNetV2 0.7401 0.7401 0.7399 0.7398 1.1045 0.74

VGG19 0.7060 0.7101 0.7102 0.7100 1.1630 0.71
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Table 3 presents the performance of five CNN architectures: EfficientNetB7, DenseNet121, InceptionV3, 
MobileNetV2, and VGG19, evaluated across accuracy, precision, recall, F1-score, loss, and ROC AUC. DenseNet121 
and InceptionV3 exhibited the highest performance, achieving superior scores in accuracy, precision, recall, and F1-
score, indicating their effectiveness in correctly classifying data while minimizing errors. In contrast, MobileNetV2 
and VGG19 demonstrated lower performance across these metrics, suggesting potential limitations in their ability to 
effectively learn and generalize from the data.

 
 

Table 4. Results after introducing call back to overcome overfitting

Models Training accuracy (%) Testing accuracy (%) Epoch stopped at

EfficientNetB7 0.8120 0.7361 13

DenseNet121 0.8855 0.8000  9

InceptionV3 0.8989 0.8016 8

MobileNetV2 0.8236 0.7401 11

VGG19 0.7998 0.7060 11

Table 4 illustrates the impact of a callback mechanism on the performance of five CNN architectures: 
EfficientNetB7, DenseNet121, InceptionV3, MobileNetV2, and VGG19. Overfitting, a common challenge in deep 
learning, occurs when a model excessively adapts to the training data, leading to poor generalization of unseen data. 
To mitigate this, a callback mechanism was employed, which dynamically monitors the model’s performance on a 
validation set during training. When performance on the validation set begins to deteriorate, the callback mechanism 
interrupts the training process, preventing further overfitting. As expected, Table 4 demonstrates an increase in training 
accuracy for all models after the implementation of the callback. Crucially, the testing accuracy remained relatively 
stable for most models as visualized in Figure 8.

Figure 8. Training and validation accuracy of all models
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Figure 9. Training and validation loss of all models

Figure 9 illustrates the training and validation loss for all the CNN models in this study. By analyzing these losses, 
researchers can identify potential overfitting (increasing validation loss despite decreasing training loss), underfitting 
(high loss on both training and validation sets), and the optimal number of training epochs for each model.

Figure 10. Confusion matrix of InceptionV3
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4.2 Discussion

The performance of the selected pre-trained Convolutional Neural Network (CNN) models for Human Activity 
Recognition (HAR) was comprehensively evaluated based on validation accuracy, loss metrics, precision, recall, F1-
score, and ROC AUC. The results provide insightful conclusions regarding the suitability of these models for real-time 
HAR tasks and highlight the trade-offs involved in model selection.

4.2.1 Performance comparison across models

EfficientNetB7 exhibited strong performance with a validation accuracy of 73.61% and a ROC AUC of 0.74. 
Despite its relatively higher computational cost, the model demonstrated robust generalization capabilities, making 
it suitable for more complex HAR tasks. DenseNet121 and InceptionV3 achieved validation accuracies of 80.00% 
and 80.16%, respectively, with ROC AUC values of 0.80 and 0.81, showcasing their ability to balance efficiency 
and accuracy. These models are especially advantageous for applications requiring reliable activity recognition with 
moderate computational resources. 

In contrast, MobileNetV2 and VGG19 demonstrated comparatively lower validation accuracies of 74.01% and 
70.60%, respectively, and ROC AUC values of 0.74 and 0.71. The performance of these models underscores the 
challenges posed by less complex architectures when handling diverse activity classes, indicating limitations in feature 
extraction and discrimination. The confusion matrix for the top-performing model is shown in Figure 10, and Figure 11 
shows the performance of every model.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 11. Performance comparison of five CNN-based models considered in this study

4.2.2 Model complexity vs. performance trade-offs

EfficientNetB7 achieved superior loss metrics (0.89%) compared to the other models but required more epochs 
(13) for convergence. This suggests that while deeper architectures yield better generalization, they also come with 
higher training times and computational demands. Similarly, InceptionV3, with a loss metric of 0.81% across 8 epochs, 
emerged as a balance between accuracy and computational efficiency.
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MobileNetV2 and VGG19 required 11 epochs each, with loss metrics of 1.10% and 1.16%, respectively, further 
emphasizing their suboptimal performance for HAR tasks. These findings illustrate that the computational simplicity of 
these models may not compensate for their inability to adequately classify intricate human activities.

4.2.3 Implications for real-time applications

The trade-offs between accuracy, computational efficiency, and loss highlight key considerations for deploying 
these models in real-time HAR systems. DenseNet121 and InceptionV3, with their high precision, recall, and ROC 
AUC, appear to be better candidates for applications such as surveillance and healthcare monitoring, where both 
accuracy and response time are critical. EfficientNetB7, despite its higher computational cost, is well-suited for 
environments where precision takes precedence over speed, such as detailed forensic analysis.

4.2.4 Challenges and limitations

The results reveal certain challenges in achieving optimal performance across all models. For instance, the 
relatively lower validation accuracy and loss metrics of VGG19 highlight its limitations in capturing complex patterns 
in HAR datasets. This could be attributed to its older architecture, which lacks the advancements of newer models like 
DenseNet and EfficientNet.

Moreover, the moderate ROC AUC values for all models indicate that while they perform well in distinguishing 
between activity classes, further optimization is required to achieve near-perfect classification. Incorporating techniques 
such as data augmentation, attention mechanisms, and transfer learning from more domain-specific datasets may 
improve their effectiveness.

5. Future directions
Future research could explore the integration of hybrid architectures, combining the strengths of EfficientNet and 

DenseNet, to enhance HAR performance. Additionally, extending the evaluation to real-world scenarios with more 
diverse datasets would provide a more comprehensive understanding of model performance. Incorporating temporal 
information using methods such as 3D CNNs or recurrent networks could further improve the robustness of HAR 
systems.

6. Conclusion
This study evaluates the performance of five pre-trained convolutional neural network models, EfficientNetB7, 

DenseNet121, InceptionV3, MobileNetV2, and VGG19, for Human Activity Recognition across 15 activity classes. 
Results reveal that InceptionV3 achieved the highest accuracy (80.16%), precision (80.20%), and ROC AUC (81%), 
demonstrating its robustness and suitability for activity classification tasks. DenseNet121 followed closely with 
comparable performance metrics, confirming its effectiveness for HAR applications. EfficientNetB7, despite achieving 
relatively lower accuracy (73.61%), exhibited balanced performance across metrics, indicating its potential in scenarios 
prioritizing computational efficiency and moderate accuracy. MobileNetV2 and VGG19, while exhibiting lower 
accuracies (74.01% and 70.60%, respectively), highlighted the limitations of lightweight and older architectures for 
handling complex HAR tasks. The findings emphasize the trade-offs between accuracy, computational complexity, 
and model selection for real-world applications. The insights from this study contribute to optimizing HAR systems, 
with implications for enhancing surveillance, healthcare monitoring, and smart city infrastructures. Future research can 
explore custom architectures and hybrid approaches to further improve classification accuracy and efficiency.
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