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Abstract: The ongoing conflicts in Sudan have escalated rapidly, highlighting the critical need for timely and accurate
data to inform humanitarian responses, policy decisions, and research needs. While existing datasets such as the Armed
Conflict Location & Event Data Project (ACLED) and the Uppsala Conflict Data Program Georeferenced Event Dataset
(UCDP GED) provide valuable insights into conflicts, they suffer from update delays and lack source transparency,
which hinders timely incident reporting and comprehensive analysis. To address these limitations, we developed a
web scraping toolset that collects hourly data from the Internet, deploying the tools to support Sudan conflict analysis.
The scraped data was used to build an open-access database that houses 6,946 articles as of October 25, 2024, from
national, regional, and international sources, offering a transparent and easily accessible resource for further analysis.
A case study is presented to demonstrate the scraper’s practical application in covering the siege of Sinjah, successfully
capturing spatial and temporal events within a conflict zone. The scraped data outperformed the UCDP GED in
capturing incidents but missed some smaller-scale incidents recorded by ACLED, highlighting areas for improvement
through expanding source diversity. Overall, the scraper demonstrates great potential for improving conflict monitoring
and could be further enhanced by incorporating additional sources and automation techniques.
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1. Introduction

Several ongoing conflicts worldwide, such as those in Ukraine, Sudan, and the Middle East, have highlighted
the urgent need for timely and comprehensive conflict monitoring to understand and respond to the resulting complex
humanitarian crises [1]. Conflict monitoring involves systematically observing and analyzing conflicts to track
their development, understand their dynamics, and assess their impacts [2]. This process is crucial for humanitarian
organizations, researchers, and policymakers, as it enables them to assess needs, allocate resources, and develop
strategies for relief and resolution [3-4]. It relies on gathering data from a variety of sources, including news reports,
social media, government statements, and local observers [5].
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One of the most pressing conflicts being monitored today is the ongoing war in Sudan. Since the outbreak of
violence in April 2023 between the Sudanese Armed Forces (SAF) and the Rapid Support Forces (RSF), the situation
has rapidly escalated, creating a complex civil war crisis. The violence has not only drawn regional and international
attention but has also highlighted the urgent need for the effective and timely gathering of conflict data to inform
humanitarian responses.

The Sudan conflict’s complexity and rapidly evolving nature underscore the broader challenges in gathering
reliable data from conflict zones. In such volatile environments, obtaining timely and accurate information is
particularly difficult due to restricted access, government censorship, and the dangers journalists and observers face [6].
In addition to government efforts, organizations such as Armed Conflict Location & Event Data Project (ACLED) [7],
Uppsala Conflict Data Program (UCDP) [8], the Global Database of Events, Language, and Tone (GDELT) [9], and the
Integrated Crisis Early Warning System (ICEWS) [10] offer extensive datasets on global conflicts.

These initiatives enhance the availability of reliable conflict data, enabling a more comprehensive analysis
of conflict dynamics and facilitating better-informed decisions by policymakers, humanitarian organizations, and
researchers. While ACLED, UCDP, GDELT, and ICEWS provide valuable datasets and insights into global conflicts,
there are limitations to relying solely on these sources. Existing datasets often depend on specific data collection
methods and sources, which may lead to gaps in coverage, particularly in fast-evolving conflict situations or in regions
with limited reporting [11]. Additionally, the time lag between data collection, analysis, and publication can result in
delays that hinder timely response efforts.

To address these challenges, web scraping from news articles has emerged as a powerful tool to support conflict
monitoring, particularly in fast-evolving situations where access to timely data is critical [12]. Web scraping involves
the automated extraction of data from websites, enabling researchers to gather and organize large volumes of
information efficiently [13]. In situations where data sources are fragmented or updated frequently, web scraping proves
valuable, allowing for continuous, real-time updates of conflict data from a variety of reputable sources [14]. In addition
to web scraping, Application Programming Interfaces (APIs) offer another important method for accessing data. Data
providers design APIs to enable structured access to their datasets, allowing users to query specific information in a
clean and well-documented fashion [13]. By combining the precision of API data with the flexibility of web scraping,
researchers can obtain more robust and comprehensive datasets [15].

While existing conflict datasets such as ACLED, UCDP, GDELT, and ICEWS are valuable, they often need
revision regarding timeliness and coverage, especially in rapidly evolving conflict situations. Furthermore, the lag
between data collection and publication delays crucial decision-making, underscoring the need for more agile and
immediate conflict monitoring tools. Web scraping can address these gaps by providing continuous updates from
various sources, ensuring immediate and comprehensive conflict data. Considering these advantages, this research
focuses on the Sudan conflict and aims to develop an extensive web scraping toolset capable of efficiently extracting,
organizing, and storing conflict data. The toolset is used to build an open-access conflict dataset, providing transparent,
timely, and reliable data for analysis. The current study has the following four objectives:

1. To design and implement a web scraping toolset to retrieve conflict data from credible sources, including APIs
and dynamic and static websites, ensuring broad and diverse hourly data collection.

2. To build and maintain an open-access database that houses the conflict data collected, providing researchers and
policymakers with a reliable and accessible resource for conflict analysis and decision-making.

3. To apply the toolset to a real-world use case involving the siege of Sinjah, the capital of Sennar state in Sudan,
demonstrating its effectiveness in collecting and organizing conflict data to offer valuable insights for further analysis.

4. To validate the accuracy and comprehensiveness of the toolset’s output through comparison with established
conflict datasets, such as ACLED and UCDP, by focusing on the number of incidents reported within a specific time
interval, ensuring their reliability in capturing conflict data for research and decision-making.

The structure of the paper is organized as follows. Section 2 surveys conflict data resources and webscraping
foundations, including the theoretical framing that guides our approach. Section 3 describes prescraping source
discovery and selection. Section 4 details the methodology spanning the end-to-end workflow, automation, post-
processing, and data-quality controls and Section 5 reports experiments and results, including descriptive statistics,
a Sinjah siege case study, comparisons with ACLED and UCDP Georeferenced Event Dataset (UCDP GED), and
performance testing. Section 6 offers a discussion of implications and limitations and finally, Section 7 provides the
conclusion along with considerations for future research.
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2. Literature review

This section situates our work within two strands of prior research. Section 2.1 reviews conflict event datasets (e.g.,
ACLED, UCDP GED, GDELT, ICEWS), emphasizing strengths and known limitations in transparency and update
frequency. Section 2.1.1 outlines the theoretical framing that guides the source-attributed, event-ready acquisition.
Section 2.2 then surveys web-scraping foundations, tooling, automation patterns, data-quality controls, and ethical/legal
considerations, relevant to high-frequency collection from diverse news outlets. Together, these strands inform our
source selection strategy and the end-to-end methodology presented later in the paper.

2.1 Conflict data

Existing datasets from ACLED, UCDP GED, GDELT, and ICEWS are critical in supporting the efforts of
governments, policymakers, and humanitarian organizations to understand conflict dynamics and respond effectively
to crises worldwide [16-17]. Introduced by Raleigh et al. [7], ACLED is a leading conflict dataset that reports data
on political violence, riots, and protests worldwide. As of 2024, ACLED continues to provide detailed information
on various forms of conflict, including battles, civilian targeting, and protests in regions such as Africa, Asia, and the
Americas. Similarly, UCDP GED is recognized for its comprehensive data on organized violence, covering state-based
conflicts, non-state conflicts, and one-sided violence. The UCDP GED is a valuable tool for conflict analysis at substate
and country-year levels, known for its historical depth, documenting conflicts from the 1970s onwards [8]. In contrast,
GDELT offers a different approach, using machine learning and natural language processing to analyze global news
coverage. GDELT categorizes events by location and tone, providing multiple daily updates for real-time analysis [9].
While GDELT is known for its vast, real-time collection of global event data, ICEWS focuses on forecasting political
instability through an advanced computational social science approach that includes agent-based and logistic regression
models [10]. Recent advancements in automated event extraction and categorization, as evaluated, have demonstrated
the efficiency of such tools in producing reliable data at a fraction of the cost of human coding [18]. These methods are
particularly beneficial for large-scale event data collections like GDELT, which aim to provide near realtime insights
into global conflicts.

However, ACLED and UCDP GED face significant limitations, particularly regarding the transparency of some of
their sources. A critical issue is the inaccessibility of the original article or the news media link from which their data
is derived [11]. This lack of access makes it difficult for users to verify the reported incidents or delve deeper into the
content, thereby limiting the potential for independent analysis and validation. UCDP attributes the absence of Uniform
Resource Locator (URLSs) to copyright restrictions, a reasoning also shared by ACLED [11]. This constraint prevents
these organizations from sharing URLs in their datasets, thus limiting comprehensive verification efforts and complete
transparency. Furthermore, neither ACLED nor UCDP provide full article content, except a few sentences or a single-
sentence summarization, which restricts the depth of analysis that can be conducted and may limit the ability to fully
capture the context and complex nuances of the reported incidents.

ACLED updates its data every week, with occasional data publication pauses, resulting in delays in postevents in
near real-time. Consequently, the timeliness of ACLED’s data can be compromised, presenting challenges to tracking
rapidly evolving conflicts and developments. In addition, UCDP updates its data monthly, likely compromising the
timeliness, immediacy, and relevance of the data, and thus potentially impacting the effectiveness of using the data
in real-time analysis and decision-making. On the other hand, GDELT’s data can be considered near real-time as it
integrates the flow of new data into their database every 15 minutes [12]. Although GDELT’s data is openly accessible,
its vast size and complexity present challenges in parsing and cleaning. Unlike curated datasets like ACLED and UCDP,
GDELT’s data requires additional effort to retrieve and analyze relevant information [12]. Accessing fulltext articles
through GDELT involves a process called’re-hydration,” where users must use metadata (URLSs) to retrieve original
articles, adding another layer of complexity [19]. This makes large-scale or in-depth analysis more difficult and time-
consuming.

In response to the critical limitations in transparency, timeliness, and data accessibility identified in existing
datasets like ACLED, UCDP GED, and GDELT, we developed the web scraper toolset.
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2.1.1 Theoretical framing of conflict event data

Rather than a single “conflict data model,” event datasets are developed under different inclusion rules and
purposes [7-8, 21-22]. Broad, all-incident datasets (e.g., ACLED) aim to capture diverse political-violence events [7],
while specialized datasets (e.g., Global Terrorism Database; GTAC Terrorist Incidents Record) focus on particular
incident types and actors under narrower criteria [21-22]. The Sudan scraper follows the specialized model: it is
designed to systematically collect and archive source-attributed reporting within a specific conflict domain, improving
temporal resolution, reproducibility, and transparency for subsequent event analysis. Although the current system
focuses on data acquisition rather than direct event extraction, its design draws on theoretical principles from event-data
research and spatiotemporal conflict analysis [17]. These frameworks emphasize that observable reports can serve as
proxies for underlying conflict dynamics when appropriately filtered and verified [23]. By capturing detailed temporal
and spatial metadata, the scraper enables future analyses of escalation, diffusion, and clustering once event-level parsing
is implemented. In this sense, the system is theory-informed, serving as an infrastructure that supports the empirical
testing of models addressing how conflict intensity and conflict spread evolve over time.

Finally, this scraper operates within a broader ethical data-collection framework grounded in transparency, legality,
and accountability [24]. Only publicly accessible articles are collected, and all source URLs are stored to facilitate
manual, independent verification. These practices align with emerging digital-conflict informatics and responsible
webdata acquisition [25].

2.2 Web scraping

Web scraping has become an indispensable tool in the era of big data, enabling rapid, large-scale data collection
from online sources [26-28]. Web scraping automates the extraction of information from websites, enabling researchers
and organizations to gather large amounts of data compared to traditional manual collection methods [29-31]. This
method is particularly advantageous in fields requiring high-frequency and immediate data collection, such as the social
sciences, media analysis, and conflict monitoring [32-33]. For example, researchers leverage web scraping to track
evolving logistics, public sentiment and monitor ongoing geopolitical conflicts or shifting opinions on media releases
[34-35]. In logistics, Tee et al. [36] demonstrated how web scraping can efficiently collect and process timedependent
traffic data, providing a low-cost alternative to paid services for improving vehicle routing, highlighting the potential
and current applicability of web scraping for broad industry adoption. Data collected through web scraping of socially
relevant platforms, such as Twitter (X) or news outlets, can provide real-time data that can be scraped during critical
events, such as conflicts or crises, enabling researchers to monitor developments, public reactions, and shifts in
sentiment as these situations unfold [37]. Additionally, web scraping is a robust method for extracting structured and
unstructured data, facilitating the analysis of trends, behaviors, and patterns across diverse sectors. For example, Lan et
al. [38] utilized cloud-based web scraping to automatically collect and standardize COVID-19 case data from various
global sources, overcoming challenges related to inconsistent formats and publication methods.

In recent years, this ability to gather vast amounts of data has become increasingly important in Machine Learning
(ML) and Artificial Intelligence (Al), where diverse and structured data are essential for building robust models. Web
scraping supports the creation of robust models by providing diverse datasets needed for predictive tasks [39]. Natural
Language Processing (NLP) has particularly benefited from web scraping, as it provides vast amounts of unstructured
text data for training models. Qi and Shabrina [40] emphasized the importance of data preprocessing in sentiment
classification, demonstrating how web-scraped data provides valuable insights into public sentiment during global
events like the COVID-19 pandemic. Similarly, Miranda et al. [41] explored the evolution of sentiment in Spanish
COVID-19 pandemic tweets using web-scraped data and a fine-tuned BERT model, further highlighting the role of web
scraping in ML in understanding public emotions during crises.

Konstantinidis et al. [42] used web scraping in the financial sector to collect over 550,000 news articles, which
were analyzed using NLP models to develop sentiment-based investment portfolios. Zaytoon et al. [43] utilized web
scraping to create multilingual datasets, like the AMINA dataset for Arabic news articles, which supports NLP tasks
such as classification and topic modeling.

While web scraping offers immense potential for data collection in various fields, the effectiveness of these
applications heavily depends on the choice of tools used to gather and process the data. Many studies have highlighted
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the critical role of web scraping tools in efficiently gathering data from diverse web sources. Beautiful Soup is
commonly used for its simplicity in parsing Hypertext Markup Language (HTML) and eXtensible Markup Language
(XML), making it ideal for navigating inconsistent webpage structures [44]. Selenium excels in automating interactions
with dynamic content rendered by JavaScript, which is beneficial for scraping dynamic web pages like stock market
platforms [45]. Scrapy is favored for large-scale scraping due to its asynchronous downloading and built-in pipelines,
demonstrated in e-commerce data extraction and ontology building [46]. Lxml stands out for its fast and efficient
parsing of structured websites, making it highly scalable for complex web structures [47]. Puppeteer and Playwright
offer modern alternatives to Selenium, with enhanced headless browsing and interaction capabilities for scraping
JavaScript-heavy sites [48].

In this review, several critical challenges associated with web scraping were identified. Ethical and legal concerns
arise from the need to balance automated data collection with respect for privacy, intellectual property, and website
regulations [49-50]. Ensuring data quality can be difficult, as the lack of human verification in web scraping introduces
potential errors, necessitating post-collection reviews and quality control mechanisms [51]. Additionally, the rise of bot
traffic complicates data integrity by obscuring meaningful patterns, requiring advanced algorithms to detect and mitigate
unauthorized scraping [52].

To address the challenges of web scraping, we incorporated rigorous data validation protocols and implemented
quality control reviews to ensure the accuracy and reliability of the collected data. Ethical and legal considerations
were also prioritized to ensure compliance with website terms and respect for privacy, minimizing the risk of violating
intellectual property rights. This approach ensures that the data collected is both high-quality and ethically sourced. The
scraper automatically extracts and stores full articles with links, overcoming the challenge of limited access to the source
material. Unlike traditional datasets with delayed updates, our scraper operates hourly, providing frequent information
as events unfold. Overall, the scraper streamlines data collection, allowing for the extraction of key information such as
source URLSs, articles, and images, which can then be used for analysis.

3. Pre-scraping data collection

The objective of the pre-scraping data collection stage was to compile a reliable list of sources reporting on the
Sudan conflict for integration into the scraper. To achieve this, a dual approach of web scanning and LexisNexis filtering
was followed to build a reliable and comprehensive list of sources reporting on the Sudan conflict for integration into
the scraper. An extensive web scan was conducted utilizing various techniques and search engines to locate relevant
information on the Sudan conflict over a specific period. For instance, tailored Google searches, such as “Sudan AND
(kill OR wound OR injure) after: 2024-08-01 before: 2024-08-08” and Bing searches, such as “Sudan” AND “kill” AND
“injure” were employed. By manually filtering the date using the filter option, articles within a defined time frame were
targeted, focusing on incidents matching specific conflict-related keywords. This method helped pinpoint articles likely to
contain reports of significant events.

Upon gathering potential articles, each was manually reviewed for their relevance and direct connection to the
conflict. Once potential articles were identified, the next step involved examining the content in detail.

Subsequently, additional articles published by the same source were explored to assess internal consistency in
reporting. However, to ensure not only internal validity but also the reliability of the information, we cross-referenced key
events from the articles with other independent and reputable sources. By triangulating these reports with external data,
we confirmed whether multiple outlets reported the same incidents, thus validating the reliability of the original source.
This combination of internal consistency checks and external triangulation ensured that only sources demonstrating both
accuracy and consistency were selected for the final list. The goal was to prioritize sources that consistently reported
detailed and verifiable updates on the conflict.

Additionally, sources were selected for web scraping only if legally permitted, ensuring ethical compliance. An
evaluation was conducted to determine if a website had substantial coverage of Sudan’s conflict and if it focused mainly
on Sudanese events or global events. Compliance is maintained as an ongoing process, with periodic reviews of each
source’s access policies. If a site changes its terms or restricts automated access, it is promptly removed from the pipeline.
Only publicly available information is collected, and attribution is always preserved to maintain transparency and uphold
ethical data use.

Volume 7 Issue 1|2026| 67 Cloud Computing and Data Science



The second step involved leveraging the LexisNexis database as a secondary tool to refine our source selection.
Searches were filtered by date, specifically targeting publications from the beginning of the conflict, April 15, 2023, to the
present day. Using LexisNexis’s filtering options, results were narrowed down by source name, automatically sorting the
sources in descending order by the number of articles from the filtered search.

These two approaches, web scanning and LexisNexis filtering, were part of continuous evaluation and refinement by
identifying patterns in coverage during the scraping and analysis of articles. The refinement helped us recognize reliable
sources for reporting on the Sudan conflict and expand our list by incorporating new, valuable contributors. To ensure
quality and relevance, consultation with a conflict resolution professional was conducted to verify source credibility and
recommend additions. By regularly assessing the performance and credibility of sources, a comprehensive and reliable list
was maintained, prioritizing those that provided frequent, detailed updates. This approach, combined with web scanning
and LexisNexis filtering, built an effective and robust source list for the scraper. Much like the modular design of CoviRx
[53], which allows for changes in components without altering the overall system, the Sudan scraper is designed to easily
integrate new data sources and adapt to evolving conflict data requirements.

Table 1. Overview of sources used in the Sudan scraper, classified by coverage scope, data retrieval method, and website dynamics

Source Source coverage Web scraped or API Website type
Al Jazeera International Web scraped Static
Al Taghyeer National Web scraped Dynamic
Arab news Regional Web scraped Dynamic
BBC news International Web scraped Dynamic
Darfur 24 National Web scraped Static
France 24 International Web scraped Dynamic
Ground news International Web scraped Dynamic
Middle East Monitor Regional Web scraped Dynamic
Radio Dabanga National Web scraped Static
Radio Tamazuj Regional Web scraped Static
Sudan News Agency National Web scraped Static
Sudan Tribune National Web scraped Dynamic
Sudan War Monitor National Web scraped Static
The Guardian International API Dynamic
Xinhua International Web scraped Dynamic

Table 1 shows the sources in the scraper and their respective scales, identified through data collection. The
classification was based on the geographic coverage of each source, which is categorized into three distinct scales:

1. International: This category encompasses sources that report on global news, extending beyond the African
continent. While these sources lack the specific, highly detailed information relevant to the situation in Sudan, they
often incorporate overall worldwide statistics, valuable for our data curation.

2. Regional: Sources classified as regional primarily cover the general geographic area surrounding Sudan,
including neighboring countries like South Sudan, and broader regional dynamics such as the Sahel Region or the
Middle East. Notable examples of regional sources include major outlets such as Middle East Monitor and Arab News.

3. National: National sources exclusively cover news within Sudan. These sources offer the most localized and
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detailed information, often reporting on incidents and strategic developments with detailed specificities. Some notable
examples of national sources incorporated into the scraper include Sudan News Agency (SUNA), Sudan Tribune, and
Radio Dabanga.

By classifying sources based on scale, data retrieval method, and website type, a broad and diverse coverage of the
Sudan conflict was achieved. This integration of international, regional, and national perspectives enabled us to capture
diverse information, from high-level geopolitical trends to detailed local reports. This layered approach enhances
contextual understanding of the conflict, allowing for more comprehensive analyses.

4. Methodologies

This section outlines the end-to-end workflow used to acquire, process, and maintain hourly conflict data. Section
4.1 introduces the scraping pipeline, including source-specific extraction for static and dynamic webpages, keyword-
guided relevance filtering, structured text parsing, and database insertion. Section 4.2 details the automation framework
for continuous execution, version synchronization, and dependency management. Section 4.3 describes post-processing
steps, including database architecture, spatial linkage, and duplicate-resolution logic.

Section 4.4 presents data-quality safeguards addressing completeness, consistency, recency, and misinformation
risks. Together, these components provide a reproducible, scalable pipeline for fast-updating, source-attributed conflict
data.

4.1 Workflow diagram

Figure 1 illustrates the complete web scraping workflow, from selecting data sources and determining scraping
methods to filtering, extracting relevant information, and storing results in a database.

4.1.1 Web scraping (4.1.2 Filteriné — 4.1.3 Extraction
Dynamic S
Scrape using can or
Selenium look for
B4 Selenium < keywords Scrape
Determine article for
if the Filter Headline
so;l;c/i I;)Iizer U articles Basic info
p static or | | to only S |y BODY MongoDB database
dynamic Static relevant URL
Scrape using data Images  MongoDB
— |BeautifulSoup Yes A\ No
Beautifulloup
S_crage i Scrape| | Skip
using API article||article
Web crawler Filtering Extracting

Figure 1. Web scraping workflow includes four steps

4.1.1 Web scraping

To gather the necessary data, web scrapers were developed for all chosen sources to extract specific aspects of
articles from both structured sources, like APIs and diverse, dynamic sources, like websites. APIs were preferred when
available because they provided structured, reliable data that were frequently updated, reducing errors and making
analysis simpler. For websites without an API, websites were directly scraped. Websites could be loaded in two ways:
statically, with fixed content, or dynamically with content that changed with user interactions. For static websites,
Python packages like BeautifulSoup were used to parse HTML and extract content. For dynamic websites, where
content was loaded via JavaScript, BeautifulSoup wasn’t suitable. Instead, Selenium, which sent web drivers like
ChromeDriver to simulate user interactions, triggered content loading and allowed the content to be collected.
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4.1.2 Filtering

Several measures were implemented to exclude unrelated content to focus solely on collecting data about the
Sudan conflict. First, a list of keywords associated with the Sudan conflict, such as “Sudan,” “war,” and “destruction,”
along with other relevant terms, was compiled. The full keyword list used for filtering is publicly available in the
project’s GitHub repository (keywords.md) to ensure transparency and reproducibility. Headlines of articles from each
source were scanned for these keywords. If a keyword was present, the entire article was scraped. If not, it was skipped.
Priority was given to scraping from dedicated sections on websites that specifically covered the Sudan conflict, ensuring
more targeted data collection. Even within these sections, each article’s headline was checked for relevant keywords
to avoid collecting unrelated articles, such as those that included South Sudan, which did not align with the focus. This
dual approach helped ensure the relevance and specificity of the gathered data.

4.1.3 Extracting

To keep the database organized, only specific elements from each article were scraped to efficiently extract
relevant data and prevent clutter. This method made the data easy to access and analyze. For each article, only the
essential components, such as the source, headline, date, body text, images, and URL, were collected. After scraping,
the data was formatted and timestamped. This systematic approach ensured that the database remained current and well-
organized. Furthermore, retaining full text alongside URLs enables subsequent Large Language Model (LLM) pipelines
for incident classification and evidence-linked location/date extraction on the same corpus [54-55].

4.1.4 Storage

Essential components were stored in a MongoDB database, which facilitates access and analysis of retrieved
data. Additionally, the database recorded the exact time each scraper operated, which was crucial for monitoring its
performance by tracking the number of articles scraped daily and quickly identifying any issues that might arise.

4.2 Automation of data scraping

Figure 2 illustrates the automation of data scraping, from synchronization with the repository to article collection
and filtering. The automated web scraping system was structured to manage data collection hourly. Crawler scripts are
maintained in a GitHub repository, enabling easy updates and deployment as new requirements emerge. The server uses
a secure Secure Shell (SSH) key to synchronize with the repository, ensuring that the latest versions of the scrapers are
consistently available for deployment. A CRON job is set to automatically execute the scrapers hourly, ensuring regular
and uninterrupted data collection without manual intervention. Before each task, the system verifies that all necessary
libraries and dependencies are installed, reducing errors due to missing or outdated components. During data collection,
the server gathers articles, ensures relevance, and filters duplicates to prevent redundancy, improving the efficiency and
accuracy of the final dataset.

Scheduled to Verily Gather Extract Final amcies

Gith?b
Ieposito run hourly | dependancies articles reviews /
<—J y

Secure SSH
ke 2
Local repo Execute web Filter :
scrapers duplicates
) Database
Web scraping server Cron job Web scraping process

Figure 2. A flowchart representing the process taken to automate the scraping of web pages

4.3 Post-data processing

After completing the automated web scraping, the scraped data is stored in the database, and additional checks are
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performed to remove duplicates to ensure that the final dataset is accurate and free of redundant entries.

4.3.1 Database design

Figure 3 presents the document-based structure of a NoSQL database (MongoDB), showing how data is stored
in two collections: articles and admin. The “articles” collection stores document fields such as the article’s source,
headline, web URL, publication date, and content. Each article includes an admin_id field, which refers to a document
in the admin collection. The “admin” collection contains Sudan’s state-level administrative data (Administrative level 1);
the adm1_en row correlates to state names, the geometry column specifies a set of x-y coordinates depicting the shape
of the polygon of a state, the shape length row indicates the length of the spatial entity if all borders were laid flat, and
the shape area row indicates the area of the polygon. The admin table’s relational approach allows each article to be
linked to a specific geographic region, facilitating geographic analysis of conflict-related events within distinct Sudanese

regions.

Articles table

Column Column
. A unique identifier for each entry database-
_id generated to distinguish between documents
source The source of the article Column Column
headline The title or main heading of the article or report o id A unique identifier for each entry database-
web_url The URL or link to the online version of the article i generated ID to distinguish between documents
d The publication date of the article formatted shape length | The length of the border of the shape
ate astyyyy/mm/dd shape area |The area of a Sudanese region
body The main content or text of the article adminl en |The name of a Sudanese region in English
image urls |The URLs of any images included with the article geometry The geometric shape of the state in Sudan and
. The date when the article was archived or geo-locating information to place on a map
archive_date|storedformatted as: yyyy-mm-dd hh:mm:ss
P Contains a reference to the admin table document | |
pEiTin 14 tothe correlated region of Sudan

Figure 3. “Articles” and “admin” collections in the DB

4.3.2 Duplicate handling

Duplication handling is an important mechanism in the practice of storing and maintaining a database of unique
documents and values. Figure 4 illustrates the duplication handling process used for incoming articles.

Duplicate
inspection
layer
Incoming
articles

Web scraper

Yes Duplicate
article

T

Most recent

article

Oldest
articlegets
deleted 3
W
1 Database

Analytics
»>
’ layer l

Duplicate handling

Figure 4. Duplication handler system
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Incoming data is first processed through a duplicate detection module, which uses web URLs as the primary
identifier for each entry. This approach ensures that all incoming articles are efficiently cross-referenced with existing
records in the database to prevent redundancy. If a duplicate is found, the system updates the stored entry with the latest
information, ensuring that the most recent version of the article is preserved. When no duplicate is found, the article
moves through the analytics layer, the analytics layer keeps track of the number of articles scraped from each source
every day, allowing researchers to gain further insights into collecting data related to the Sudan conflict. After passing
through the analytics layer, the article is then inserted into the database for long-term storage, ensuring that new and
updated information is systematically preserved for future retrieval and analysis. This process ensures that the database
remains current, efficient, and free of redundant entries, supporting research on the evolving situation in Sudan.

4.4 Data quality check

A robust data quality control process has been established to ensure the reliability and accuracy of data collected by
the scraper [56]. This process addresses several key data quality aspects, including completeness, consistency, duplicate
handling, recency, and relevance, as well as error detection and correction, as outlined below.

» Completeness: The scraper is configured to ensure that all essential information, such as publication date,
image URLs, headline, and content, is captured from each article. Any missing data is then manually reviewed and
investigated. This step guarantees that each article’s metadata is fully captured for monitoring the Sudan conflict.

* Consistency: Given the dynamic nature of online news reporting, articles are often updated after their initial
publication. To maintain the accuracy of stored data, the scraper is designed to revisit previously scraped content to
verify consistency with the latest version. This process ensures that any updates to critical details-such as casualty
numbers, location details, or changes in the presumed perpetrator-are reflected in the database, preserving the integrity
of the information.

¢ Conflict resolution and misinformation control: Although the current system does not automatically resolve
conflicting accounts, a manual validation process is planned to address this limitation. When multiple sources report the
same event with differing details, these cases will be manually reviewed and compared across independent, reputable
outlets to identify the most consistent version. Reports that remain unverified will be flagged and excluded from
aggregated analyses until further corroboration is available. Additionally, when articles are updated or corrected by
publishers, these revisions will be manually reviewed to ensure the database reflects the most accurate version. This
planned procedure will strengthen the reliability and transparency of the dataset as validation efforts continue.

* Duplication Detection: To maintain dataset integrity and prevent redundancy, the scraper employs a duplication
detection system, discussed in Section 4.3.2, using web URLs as unique identifiers. When a duplicate is identified,
the existing record is updated with the latest data, ensuring that the database holds only the most recent version of
each article. This duplication detection process ensures the database maintains a single version of each news article,
preserving dataset integrity.

* Timeliness and Relevance: The scraper is configured to run at regular intervals, capturing new data as soon as it
becomes available, ensuring that the database provides an up-to-date representation of the Sudan conflict. Additionally,
articles are systematically filtered to ensure relevance; only those articles pertaining to the conflict are processed
and stored. This relevance filtering is critical to ensure that the resulting dataset remains focused on conflict-related
incidents, avoiding unrelated data.

* Error Detection and Correction: Given the variability in source structures and potential website format changes,
the scraper may occasionally encounter errors such as missing data fields or other inconsistencies that affect data
collection. The research team regularly reviews outputs and identify issues. Once detected, adjustments are made to
the scraper’s configuration to reflect the new structure, ensuring it continues to collect data as intended. This manual
intervention allows for quick fixes, minimizing downtime.

To improve accessibility for readers from non-technical backgrounds, Table 2 summarizes the main technical
features of the Sudan scraper and their direct benefits for conflict analysis.
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Table 2. Summary of technical features and their benefits for conflict analysis

Technical feature What it does

Benefit for conflict analysis

Where described

Pulls articles from structured APIs

Source acquisition via APIs & web scrapers
and JavaScript-rendered pages.

(BeautifulSoup for static; Selenium for dynamic)

Runs all crawlers every hour with

Maximizes coverage across outlet types;
reduces missed incidents due to site tech.

Improves timeliness; captures fast-moving

§4.1.1

Hourly automation (CRON + repo sync) versioned scripts. sequences around key events (e.g., sieges). §4.2
. . . Screens headlines/sections before  Focuses dataset on Sudan conflict; lowers
Relevance filtering (keywords + section targeting) full scrape. noise for incident detection. §4.1.2
Structured extraction (source, title, date, body, Normalizes essential fields per Enables reliable event parsing, dating, and §4.13
images, URL) article. traceable sourcing. o
. Lo Stores articles; links records to Supports map-ready spatiotemporal .
MongoDB storage with admin linkage ADMI geography. analysis by state/region. §4.3.1
Duplicate handling by URL with update-on- De-dupes incoming items; updates ~ Preserves a single, most-current record; §4.32
match when stories change. avoids overcounting incidents. e
Data-quality controls (completeness, consistency, Periodic rechecks; planned man}xal Increases reliability, reduces
conflict-resolution protocol, timeliness, error review for conflicting reports; . S §4.4
fixes) routine scraper fixes misinformation risk, keeps data current.
Analytics layer for source throughput Tracks per-source scrape counts/ Reveals coverage gaps and outlet §4.32
dates. performance over time.
: s . Enables verification, reproducibility, and
Transparency (full text + URLSs stored) Retains original content and links. audit trails versus black-box datasets. §4.1.3, §6
Performance profiling (static vs dynamic pages) Benchmarks scrape time by site Informs scaling strategy and runtime §5.4

type. expectations for multi-country expansion.

5. Experiments and discussion

This section evaluates the system’s empirical performance and practical utility. Section 5.1 reports descriptive
characteristics of the collected dataset, highlighting distribution across source types. Section 5.2 demonstrates
operational use through a spatiotemporal case study centered on the Sinjah siege, including manual incident extraction
and event mapping. Section 5.3 compares scraper coverage against ACLED and UCDP GED to assess completeness
and recall under real-world conditions. Section 5.4 presents performance benchmarks for static and dynamic scraping
at scale. Together, these analyses assess data quality, timeliness, scalability, and comparative coverage, illustrating the
scraper’s effectiveness for high-frequency conflict monitoring.

5.1 Statistics

Figure 5 illustrates the total number of articles scraped from various sources by the Sudan scraper, categorized by
their source coverage: International, Regional, and National. A total of 6,946 articles have been scraped, with publication
dates ranging from April 4, 2023, to October 25, 2024. National sources account for 54.56% of the total articles,
emphasizing the depth of local reporting on the conflict. Regional sources account for 22.13%, offering potential insight
into the conflict’s impact on surrounding regions, while international sources contribute 23.31%, providing broader,
global perspectives. This distribution highlights the importance of combining national, regional, and international news
outlets, to gain an understanding of the conflict and its nuances and complexities from multiple perspectives.
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Figure 5. Total number of articles scraped, with publication dates spanning from April 4, 2023, to October 25, 2024

5.2 Use case-spatiotemporal event detection with scraped data

The selection of our use case, focusing on spatiotemporal event detection in Sudan between June 21 and July
5, 2024, was driven by several critical factors. The period surrounding the siege of Sinjah, the capital of the state of
Sennar, is particularly important due to its role as a significant trading hub and flashpoint in the ongoing Sudan conflict.
While the siege of Sinjah itself occurred on June 29-30, 2024, the analysis was expanded to include the dates preceding
and following this event to uncover the buildup of military actions leading to the siege, as well as the aftermath. This
timeframe was characterized by intense conflict dynamics that provide valuable insights into the operational movements
of the paramilitary RSF and their territorial expansion strategies, making it an ideal window for evaluating the proposed
event detection systems.
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Figure 6. Total number of articles scraped from each source and stored in the MongoDB from June 21, 2024, to July 5, 2024

Figure 6 illustrates the effectiveness of the scraper in collecting a large number of articles from various sources
during the selected period between June 21, 2024, and July 5, 2024. During this period, the scraper retrieved 120
articles from national sources, which comprised most of the total collection, highlighting the depth of national reporting
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on the conflict. It also captured 36 articles from regional and 26 from international sources, offering a broader global
perspective. In total, the scraper collected 182 articles during this time interval chosen for the use case, demonstrating
the scraper’s efficiency in providing frequent and multi-scale coverage for conflict monitoring and its capability to
quickly capture various sources, thus including local and global perspectives in the conflict analysis.

5.2.1 Use case data preparation

The data preparation for this use case involved three essential filtering steps to refine the dataset for further
analysis.

1. Firstly, articles within the date range of June 21 to July 5, 2024, were selected from the MongoDB database,
followed by a manual review to exclude articles unrelated to Sudan or focused on other countries.

2. The selected but uncategorized articles were read to assess their focus, ensuring that only articles about the
conflict were retained.

3. Finally, articles that offered statistical summaries or broad overviews of events were excluded. Only those
containing detailed information about specific incidents were kept for further analysis. This structured approach ensured
the retention of only the most relevant, incident-specific articles, providing a more focused dataset for subsequent use.

Once the relevant incident-based articles were identified, key spatiotemporal data, including each incident’s
location and date, was extracted. The data was then organized sequentially based on the occurrence data, with
geographic coordinates assigned to each location. This process enabled the construction of maps visualizing the
sequence of events over time, providing a clear representation of the spatial and temporal dynamics of the concerned
incident.

5.2.2 Use case map

Figure 7 illustrates the progression of conflict in Sennar from June 21 to July 5, 2024, while capturing events in
neighboring states such as Gezira. The use case map highlights the strategic importance of Sennar as a key region in the
ongoing Sudan conflict, while also showcasing the evolving nature of military engagements, including territorial control
shifts and the broader humanitarian impacts of the conflict. By tracking these events both spatially and temporally,
the map offers critical insights into the dynamics of the conflict, focusing on the operational strategies of the RSF and
their confrontations with the SAF during this critical period. The map uses color-coded points to depict the timeline
of incidents. Various symbols are used to indicate different natures of events, including clashes, shelling, attacks,
and instances where the RSF or the SAF took control of a specific location. Dashed dark blue arrows represent RSF
movements, indicating the general direction of their expansion and military activities.

Solid dark blue arrows mark locations where the RSF took control, showing key areas where they gained
dominance, with little or minimal retaliation from the SAF. Additionally, solid light blue arrows indicate places where
the SAF took control, reflecting successful counteractions by the Sudanese forces. These directional markers do not
reflect exact troop movement or military maneuvers but provide a visual representation of the overall flow of the
conflict, focusing on territorial control shifts rather than specific routes.

Several key locations are highlighted on the map beginning with Aseera in Gezera State, where the events started
on June 21. Sinjah, the capital of Sennar State, is a focal point of significant conflict throughout the timeline. Other
important locations include Sennar City, Jabal Moya, Dinder City, and Suki, where various incidents such as attacks,
clashes, and shelling occurred.

The importance of this case study lies in its ability to showcase how our scraped data directly supports the
effectiveness of fast-evolving event detection tools within a conflict zone, where rapid response and accurate information
are essential. As events unfolded during and after the siege of Sinjah, understanding the locations, timings, and
sequences of military engagements provided crucial context for humanitarian and strategic interventions. This approach
underscores the effectiveness of database-driven filtering, manual curation, and verification in isolating incident-specific
data, supporting the creation of detailed mapping of conflict. It also highlights the challenges and opportunities of
extracting actionable insights from conflict data, emphasizing the need for precise geospatial and temporal analysis in
conflict monitoring.
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Figure 7. Map of the Sudan Conflict progression through Sennar from June 21, 2024, to July 5, 2024. This map was created manually using data
extracted mentioned in Section 5.2.1

5.3 Comparison with ACLED and UCDP conflict data sources

To assess the effectiveness of our approach, this section compares the scraped data against two key datasets-
ACLED and UCDP GED-using incidents preceding and following the siege of Sinjah, from June 21 to July 5, 2024,
as featured in our case study. GDELT was not chosen for comparison due to its uncurated nature [32] and data quality
concerns [57]. Furthermore, given that the comparison focused on the time interval of June 21 to July 5, 2024, ICEWS
was excluded from this comparison due to its discontinuation on April 11, 2023. This timeframe was selected to ensure
a consistent basis for comparison across datasets. We also test how excluding social media sources, such as Twitter (X),
from the ACLED dataset impacts the dataset’s coverage and explore the scope for improvement.

It should be noted that differences between ACLED, UCDP GED, and our scraper stem largely from how each
dataset is collected and updated. ACLED combines curated open sources with human coding, partner networks, and
select social media inputs, offering broad coverage but limited transparency and slower update cycles. UCDP GED
relies mainly on reports from news agencies, NGOs, and intergovernmental organizations, supported by manual
validation and occasional checks through local or social media when traditional coverage is scarce. In contrast, our
scraper operates fully automatic, collecting articles hourly from attributable news outlets and storing both the full
text and URLs. These distinctions in source type, human involvement, and update frequency account for many of the
overlaps and gaps observed across the three datasets.

5.3.1 Comparison with ACLED data

Figure 8 reveals that the ACLED dataset captured 50 incidents, whereas the Sudan scraper captured 32 incidents,
with 28 overlapped. While the ACLED dataset captured 22 incidents more than the Sudan scraper did, the Sudan scraper
identified 4 incidents that ACLED did not capture.
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Figure 8. Venn diagram of incidents covered by ACLED from June 21, 2024, to July 5, 2024, related to events preceding and following the siege of
Sinjah, the capital city of Sennar state, Sudan

However, the four articles that ACLED missed suggest that the Sudan scraper has enhanced coverage. ACLED’s
broader coverage can largely be attributed to its integration of social media platforms such as Twitter (X) and its
reliance on strictly Arabic-language news outlets, including Al Rakoba and Sudan Akhbar, as additional data sources.
Furthermore, ACLED relies on local collaborators who provide on-the-ground reports, adding another layer of
granularity to its dataset. This approach allows ACLED to capture incidents that may otherwise go unreported in open-
source data accessible on the Internet. These sources enable ACLED to capture incidents that may not be reported by
the English-language or international outlets utilized by the scraper.

5.3.2 Comparison with ACLED data excluding social media

Figure 9 compares the incidents captured by the Sudan scraper and those recorded in the ACLED dataset,
excluding Twitter (X), from June 21, 2024, to July 5, 2024. In this analysis, the smaller ACLED dataset recorded 40
incidents, while the Sudan scraper captured 32. ACLED reported 12 incidents that the Sudan scraper did not, whereas
the Sudan scraper identified 4 incidents that ACLED did not. Both datasets share 28 incidents, indicating substantial
overlap. While the Sudan scraper missed 12 incidents reported by ACLED, it is important to note that many were not
completely missed due to a lack of source inclusion but because of limitations in source accessibility. For instance, Al
Taghyeer is included as a source in our scraper, but the Arabic version of this site is updated more frequently than its
English counterpart. Since many of the articles are not reported or translated into English, the scraper can sometimes
miss incidents reported solely in Arabic.

Sudan Sudan scraper &
scraper 4 ACLED 28 ACEEDHE

Figure 9. Venn diagram of incidents covered by ACLED excluding social media from June 21, 2024, to July 5, 2024, related to events preceding and
following the siege of Sinjah, the capital city of Sennar state, Sudan

Notably, the 12 incidents missed by the Sudan scraper generally reflect follow-up developments rather than
entirely new or critical incidents. For example, the scraper misses resistance clashes at Jabal Moya after June 25, 2024,
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and fighting reported by Al Rakoba on June 27, 2024. These incidents reflect continued activity but do not represent
major shifts in the conflict. Furthermore, most missed incidents stem from fully Arabic-language sources such as Beam
Reports, Al Rakoba, Sudan Akhbar, and Alnilin, which need to be included in the scraper’s future scope. While these
follow-up incidents are valuable for providing context, their absence does not significantly alter the broader conflict
analysis, as both datasets captured the primary trends and major incidents. In conclusion, the incidents that the Sudan
scraper missed highlight opportunities for improving the scraper by incorporating a broader range of national Arabic-
language news sources to ensure a more comprehensive tracking system.

Additionally, it is worth noting that the scraper is capable of accessing and scraping Arabic-language news sites,
whether dynamic or static. However, the primary challenge lies in accurately translating the articles. The translation
process introduces complexities that can affect the overall integrity of the scraped information. To address this issue
in the future, one potential solution is identifying an accurate and reliable method of translating text, such as LLMs,
which have been shown to provide accurate and reliable translations [58]. This future approach aims to bridge the gap
in translation and ensure that incidents reported in Arabic are fully captured, contributing to a more complete source list
and database.

5.3.3 Comparison with UCDP data

Figure 10 shows that UCDP GED dataset recorded 8 incidents during the time interval, while the Sudan scraper
captured 32. The UCDP GED reported 2 incidents not reported by the Sudan scraper, whereas the scraper identified
26 incidents that UCDP missed. Six incidents were shared, indicating minimal overlap. The Sudan scraper captures a
significantly broader range of incidents than UCDP, suggesting its potential to provide more comprehensive coverage of
conflict events in this region.

Sudan
scraper UCDP
Sudan scraper 26 & UCDP  GED
GED 2
6

Figure 10. Venn diagram of incidents covered by UCDP from June 21, 2024, to July 5, 2024, related to events preceding and following the siege of
Sinjah, the capital city of Sennar state of Sudan

5.4 Performance testing

At full scale, the performance of web scraping is a necessary consideration when developing a web scraper [59].
Through performance testing, we aimed to identify potential bottlenecks or issues that could arise when handling a larger
dataset to ensure the scraper operates efficiently under realistic conditions. Performance testing intended to evaluate
execution time was conducted on four representative news sources chosen from the 15 sources in our scraper. To ensure
a balanced evaluation, two static and two dynamic sources were included, providing a simplified yet representative
sample for the analysis. Dynamic sources, characterized by asynchronously loaded content, posed challenges such as
waiting for server responses, particularly for images. In contrast, static sources, with non-asynchronous content, enabled
faster data extraction. As shown in Figure 11, the distribution of scraping durations clearly demonstrates that dynamic
sources consistently required significantly more time to process compared to static sources, reflecting the additional
overhead introduced by asynchronously loaded content.

Cloud Computing and Data Science 78 | Zifu Wang, et al.



Distribution of duration for static and dynamic sources

Source key
25 = Static
= Dynamic
20
3
§ 15
2
=
£ 10
&
j=3
(@]

(o)
&

0 v

Radio tamazuj Radio dabanga Sudan tribune Al taghyeer
Source

Figure 11. Violin plot documenting the difference in time taken to scrape static and dynamic web pages

Each test included up to 500 web-scraping executions with 10 trials per test, resulting in over 25,000 articles
scraped. This extensive testing allowed for accurate performance analysis. From the observed results, scraping static
sources took 0.802 seconds per scrape, while scraping dynamic sources extended the process to 10.597 seconds. This
disparity in time highlights the additional computational cost introduced when handling dynamic content. For example,
scraping articles from Radio Tamazuj, a static web news source, averaged 0.522 seconds. In contrast, scraping articles
from Al Taghyeer, a dynamic web news source, required 23.554 seconds due to server-side delays in loading images.

Distribution of memory usage per scrape
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Figure 12. Violin plot documenting the difference in memory used to scrape static and dynamic web pages

In addition to measuring execution time, we also assessed memory efficiency to pinpoint any potential resource
limitations when scraping at full capacity. We employed the same testing methodology as before but focused
specifically on the memory consumed during each scraping operation. Radio Dabanga was chosen as the static source
and Al Taghyeer as the dynamic source. Each test consisted of up to 500 scrapes across 10 independent trials for both
sources, totaling around 10,000 scrapes overall. This method yielded consistent and relevant performance data.

Figure 12 shows a disparity in memory consumption between static and dynamic scraping. Extracting static content
from Radio Dabanga used an average of 0.985 MB per scrape, while scraping dynamic content from Al Taghyeer used
around 0.499 MB per scrape. This difference in memory usage can be explained by how memory efficiency scales with
page complexity [60]. For smaller and less complex websites, lightweight parsers are likely to keep more in-memory
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data structures, while parsers driven by browsers optimize memory management as complexity grows. As a result, the
static scraper demonstrated higher memory usage because it continuously stored text and image data, while the dynamic
scraper handled resource allocation more effectively between scrapes.

6. Discussion

In this paper, we developed a web scraping toolset specifically designed to efficiently extract, organize, and store
hourly conflict data from various reliable sources over the Internet, focusing on the Sudan conflict. In addition, an open-
access database of online media content on the Sudan conflict was built and maintained, storing the collected data and
offering a transparent and easily accessible resource for further analysis and decision support. The toolset addresses the
limitations of existing conflict datasets by providing hourly, multi-scale coverage for more comprehensive and up-to-
date insights into evolving conflict dynamics. The Sudan scraper successfully scraped and compiled a dataset of 6,946
articles with publication dates ranging from April 4, 2023, to October 25, 2024, from national (54.56% of total), regional
(22.13%), and international sources (23.31%), reflecting detailed local reporting, the conflict’s impact on neighboring
countries, and broader global context. This distribution illustrates the scraper’s ability to capture multi-scale coverage,
ensuring an analysis of both local and global perspectives.

The scraper’s practical application was evident in its coverage of the Sinjah siege, illustrating its utility in event
detection. The scraper captured key information such as source URLSs, content, and dates related to military engagements
and humanitarian crises during the Sinjah siege, showcasing its utility in gathering data for event detection. These data
were critical for tracking the sequence of events and understanding the broader implications for potential humanitarian
interventions. The use case highlights the scraper’s potential to support conflict observatories and decision-makers
who require up-to-the-minute, location-specific information in rapidly evolving situations. Additionally, data-driven
filtering methods and manual curation helped isolate incident-specific data, improving the accuracy of the conflict maps
generated from the data.

A comparison between the scraper’s performance and established datasets, such as ACLED and UCDP GED,
further illustrated its strengths and areas for improvement. The analysis revealed that while the scraper captured many
key incidents, it missed several due to the challenge of accessing Arabic-language sources. This highlights the critical
role of language in event detection and suggests that improving integration with Arabic-language sources could
significantly enhance the scraper’s coverage. Despite this limitation, the scraper demonstrated its value by capturing
local incidents that broader datasets, like UCDP GED, often overlook, underscoring its potential to complement
traditional conflict datasets by offering more localized insights.

A key feature of the toolset is its use of static and dynamic scraping techniques, leveraging BeautifulSoup for
static content and Selenium for dynamic content. This dual-technique approach enables consistent data collection across
diverse platforms, ensuring timeliness and relevance. However, performance testing revealed that scraping dynamic
sources took significantly longer (an average of 10.597 seconds per page compared with 0.802 seconds per static page),
underscoring the challenge of efficiently processing dynamic content.

The scraper’s hourly data collection enables reconstruction of incident sequences at short intervals, helping
distinguish same-day surges from multi-day developments and identify localized extensions of activity across
neighboring villages and towns. Preserving full text and URLs supports cross-checking when information changes or
information overlaps across multiple sources, allowing comparisons of timing and intensity across states. Even without
automated event extraction, these features improve timeline reconstruction, clarify escalation patterns, and provide a
stronger foundation for future event analysis and for examining how the pace and clustering of violence evolve over
short timeframes. These capabilities are not Sudan-specific; the workflow can be replicated in other areas of conflict
to reconstruct short-interval timelines, compare reporting across outlets, and support incident mapping under rapidly
evolving conditions.
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7. Conclusion and future work

This study presented an automated, hourly web-scraping framework for conflict event monitoring in Sudan.

By integrating static and dynamic scraping techniques, keyword-based filtering, database architecture, and quality-
control mechanisms, the system demonstrated the capacity to collect timely and source-attributed data at scale.

Comparative analyses with established datasets such as ACLED and UCDP GED confirmed the scraper’s reliability
and transparency advantages, while the Sinjah case study illustrated its operational effectiveness in capturing rapid
conflict dynamics. Together, these results highlight the potential of automated data pipelines to enhance situational
awareness and support conflict informatics research through reproducible, open-source methodologies.

Future development will focus on expanding language coverage, particularly Arabic-language integration, to
close gaps in local reporting. Additional work will address improved entity extraction, temporal normalization, and
spatial disambiguation using advanced LLM pipelines. Integration with live dashboards and machine-learning modules
will enable real-time visualization and incident classification, while cross-regional extensions beyond Sudan will test
scalability and adaptability across conflict contexts. Ethical and verification protocols will continue to guide data
handling, ensuring transparency and accountability in automated monitoring systems. Collectively, these enhancements
will strengthen the framework’s applicability for researchers, humanitarian organizations, and policymakers tracking
evolving conflict patterns.
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