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Abstract: We examined data mining as a technique to extract knowledge from database to predicate PM10 concentration 
related to meteorological parameters. The purpose of this paper is to compare between the two types of machine learning 
by data mining decision tree algorithms Reduced Error Pruning Tree (REPTree) and divide and conquer M5P to predicate 
Particular Matter 10 (PM10) concentration depending on meteorological parameters. The results of the analysis showed 
M5P tree gave higher correlation compared with REPTree, moreover lower errors, and higher number of rules, the elapsed 
time for processing REPTree is less than the time processing of M5P. Both of these trees proved that humidity absorbed 
PM10. The paper recommends REPTree and M5P for predicting PM10 and other pollution gases. 
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1. Introduction
Data scientists analyzed data sensors like environmental and meteorological data to get useful information for social 

benefits. For example, environmental control processes such as improving air quality, and reducing the levels of pollution [1]. 
Data mining is the practice of automatically searching large stores of data to discover patterns and trends that go 

beyond simple analysis using sophisticated mathematical algorithms to segment the data and evaluate the probability of 
future events [2, 3]. The era of big data has accelerated the use of data mining. Data mining methods, with their power and 
automaticity, have the ability to cope with huge amounts of data and extract value [4, 5].

The oil consumption increased from 10 million barrels daily during the fifties, to 96.5 million barrels per day in 
2017, as reported by the International Energy Agency (IEA) [6]. Evidently the issue of global warming was thought to be 
connected that lead to negative effects on environment. Particular Matter 10 (PM10) is one of the air pollute, that needs 
monitoring and discovering the rules, that relate with meteorological parameters. The air monitoring station measure the 
PM10 at the rate of one reading per five minute interval. The average of the readings within one hour is used in this paper as 
an hourly reading.

The importance of this paper lies in using the data mining trees to predicate the rules related PM10 and meteorological 
parameters. Because PM10 is one of the important pollution parameters, especially in the Arabic region that have very 
limited rate of rain. 

The paper consists of five sections. After the introduction, the theory and research background introduced. Next, data 
collection and main research findings are provided in the third section. Finally, research results are discussed.  

2. Theory and research background 
Information is the key factor that drives the modern world, enabling activities from checking the weather to making 

complex decisions based on data from weather monitoring stations.
The amount of data in the world is huge, and it grows on an annual basis of 50% of its original size [7]. Collecting data 

and using it ethically is one of the important issues in data analysis to take accurate decisions [8]. Big data could be used 
as a useful tool that could enhance decision making [1]. The approach that was used to discover the relation between data 
resulting from observation is called Knowledge Discovery in Databases (KDD) [9].

Machine learning by data mining methods sometimes are more suited than others to transparent interpretation. For 
example, decision trees are human friendly for results explanation. Decision trees can be used for classification, estimation, 
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or prediction [10].
Classification assigns items in a collection to target categories or classes. There are popular machine learning data 

mining classification algorithms like; REPTree, M5P, C4.5, k-NN, J48, SVM, Naïve Bayes, RandomTree, and Logistical 
Model Trees [11, 12].

The Reduced Error Pruning Tree (REPTree) is a fast decision tree used with numeric attributes, and it builds a 
decision tree based on the information by increasing or reducing the variance. It is a decision tree learner, which builds a 
decision or regression tree using information gained as the splitting criterion, and prunes it, by using reduced error pruning. 
It deals with missing values by splitting instances into pieces. we can set the minimum number of instances per leaf, 
maximum tree depth (useful when boosting trees), minimum proportion of training set variance for a split (numeric classes 
only), and number of folds for pruning [13, 14].

For decision making trees the predicted values on the test instances are p1, p2, . . ., pn; the actual values are a1, a2, . . ., 
an. The pi refers to the numeric value of the prediction for the i th test instance. Mean Absolute Error (MAE) is the average 
of the magnitude of the individual errors without taking account of their sign calculated by the equation (1) [14].

Mean absolute error 1 1 ... n np a p a
n
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Where:
p: are predicted values 
a: are actual values
a : actual mean values
n: number of variables
The Root Mean-Squared Error (RMSE) calculated by equation (2) to reduce the figure to have the same 

dimensionality as the quantity being predicted.
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The relative errors are important in showing the relative error according to the actual values. The errors are 
normalized by the error of the simple predictor that predicts average values. The relative absolute error is the total absolute 
error. Calculated by equation (3).
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The root relative squared error calculated by equation (4).
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The correlation coefficient measures the statistical correlation between the a’s and the p’s. They are rated between -1 
and +1. The positive values mean positive correlation, while the negative values mean negative correlation. Table 1 shows 
the scale of 5 levels used to measure the strength of the correlation [15].

Table 1. Interpreting strengths of correlations

N Correlation value Interpretation

1 ± .70 or higher Very strong correlation
2 ± < .70 to ± .40 Strong correlation
3 ± < .40 to ± .30 Moderate correlation
4 ± < .30 to ± .20 Weak correlation
5 ± < .20 to ± .01 No or negligible correlation

Source: www.quinnipiac.edu [15]
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The absolute error and root mean square error are used in the REPTree and M5P algorithms. The RMSE tends to be 
higher than MAE as the distribution of error magnitudes becomes more variable. The MAE measures the average of the 
errors in a set of forecasts and creates a linear score which means that all the individual differences are weighted equally in 
the average. The RMSE measures the average of the errors. The RMSE gives a relatively high weight to large errors. Both 
MAE and RMSE can be used to diagnose the variation in the error in a set of predications. Both the MAE and RMSE can 
range from 0 to ∞ [16]. 

REPTree uses the regression tree logic and creates multiple trees in different iterations. After that it selects the best 
one from all generated trees [17]. Dragomir in 2016 [18], utilized the REPTree to forecast air quality by generating decision 
trees to extracts heuristic predictive rules. Vitkar in 2017 [19], applied the REPTree to explore the pattern of air pollution 
data and to predict the air pollution parameters. 

In Weka M5 algorithm called M5P, where ‘P’ stands for ‘Prime’ This algorithm uses “divide and conquer” to 
generate decision lists and sets of if-then rules for regression problems. The M5P algorithm generates accurate classifiers, 
particularly when most of the attributes are numeric. The M5P algorithm measure both MAE and MASE to evaluate the 
proposed model [20]. The M5P has been used in different fields such as the environment for predicting daily pollution 
concentrations [21]. Dragomir in 2016 used the M5P algorithm to forecast PM10 and concentrations of air pollutants [18]. 

3. Data collection and research findings 
Weka (Waikato Environment for Knowledge Analysis), is a collection of state-of-the-art machine learning algorithms 

and data preprocessing tools. It was developed at the University of Waikato in New Zealand. Weka version 3.8 was used 
in this paper in implement the decision trees, it is available at http://www.cs.waikato.ac.nz/ml/weka [22]. Weka allows users 
access to its sophisticated data mining routines through a graphical user interface designed for productive data analysis [23]. 
It contains a collection of algorithms for data mining tasks, including data preprocessing, association mining, classification, 
regression, clustering, and visualization [24, 25].

The data available for this paper was collected from air pollution monitoring station at Arabian Gulf region in 2017. 
These data are an hourly readings. To implement the decision trees, the data size for each parameter is 12 × 24= 288 
readings (instances), each day have 24 hourly readings, and for 12 months. These data were selected to reflect the effect of 
the meteorological parameters on thePM10.

The meteorological parameters: temperature (Temp), humidity (Hum), wind speed (WS), and wind direction (WD) 
were used to predicate PM10, the total size of data 288 × 5 attribute (four meteorological parameters and PM10) =1440 
readings. This limited size of data used to visualize a simple tree, and to discover the rules that relate to the PM10 with the 
meteorological parameters. The trees are implemented with 10 folds-cross validation to minimize any bias in the process 
and improve the effect of the process, as recommended by Juncal-Martínez et al. [13] to gain the best classification model 
with the training dataset [26].

Figure 1 shows the results of implementing REPTree. The size of this tree is 25 with the number of nodes being 
12 and 13 leaves. The leaves of the tree represent the predictive rules of the tree. The process time of building this tree 
is 0.03 seconds. The correlation coefficient is 0.6702, which indicates a strong correlation between PM10 and the four 
meteorological parameters. The Mean Absolute Error value is 18.9028 and the Root Mean Squared Error value is 24.7308. 
These two types of errors represent the differences between the real values and predicated values. The following show the 
run information of this tree:
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Instances: 288
Attributes: 5
                  PM10

                  Temp
                  WD
                  WS
                  Hum
Test mode: 10-fold cross-validation
=== Classifier model (full training set) ===
REPTree
============
Hum < 23
|   WS < 2.45: 117.18 (7/253.67) [4/2749.4]
|   WS > = 2.45
|   |   Hum < 16
|   |   |   Temp < 42.5
|   |   |   |   Temp <38: 85 (8/448) [6/2440.67]
|   |   |   |   Temp > = 38
|   |   |   |   |   Temp <40.5: 172 (2/64) [1/0]
|   |   |   |   |   Temp > = 40.5: 126 (2/6.25) [1/2.25]
|   |   |   Temp > = 42.5
|   |   |   |   WD <202.5: 109 (3/130.67) [1/2704]
|   |   |   |   WD > = 202.5: 61 (3/254) [0/0]
|   |   Hum. > = 16: 59 (5/248.4) [2/144.5]
Hum > = 23
|   WS < 1.75
|   |   Temp < 31
|   |   |   WD < 80.5: 45.33 (4/226.19) [2/127.81]
|   |   |   WD > = 80.5
|   |   |   |   Hum < 76
|   |   |   |   |   Temp < 21: 56.88 (5/10.4) [3/119]
|   |   |   |   |   Temp > = 21: 84.33 (2/90.25) [1/1482.25]
|   |   |   |   Hum > = 76: 71.3 (5/90.8) [5/479.8]
|   |   Temp > = 31: 110.14 (6/149.56) [1/711.11]
|   WS > = 1.75: 50.66 (140/561.88) [69/710.04]
Size of the tree: 25
Time taken to build model: 0.03 seconds
=== Cross-validation ===
=== Summary ===
Correlation coefficient                0.6702
Mean absolute error                    18.9028
Root mean squared error             24.7308
Relative absolute error                73.4864 %
Root relative squared error         74.6384 %
Total Number of Instances          288  
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Figure 1. REPTree for predicting PM10 by using meteorological parameters

Table 2 presents the 13 predictive rules of IF-THEN. For example, the highest value of PM10 is in rule number 4, 
which stated that: if humidity is less than 23% and wind speed is greater than or equal to 2.45 m / s (8.82 km / h), humidity 
is less than 16%, temperature is less than 42.5°C and temperature greater than or equal to 38°C, temperature less than 
40.5°C and then the predicated value of PM10 is 172ppm. It means when the temperature is between 38°C to 42°C with a 
wind speed of about 9 km / h and humidity less than 23%, the predicted value of PM10 is greater than 172ppm. The lowest 
value of PM10 is declared in rule number 10. Which clearly shows that if humidity is greater than or equal to 23%, wind 
speed is less than 1.75m / s (6.3km / h), temperature is less than 31°C, and wind direction is less than 80.5 degree then the 
predicated value of PM10 is 45.33ppm. This means when the humidity is higher than 23% with a wind speed less than 6.3km/
h and the temperature is less than 31°C, the PM10 concentration is 45.33, which is minimal.

Table 2. REPTree for predictive PM10 rules by using meteorological parameters

Rule No. Predictive Rules

1 If Hum < 23 and WS < 2.45 then PM10_next = 117.18
2 If Hum < 23 and WS > = 2.45 and Hum > = 16 then PM10_next = 59
3 If Hum < 23 and WS > = 2.45 and Hum < 16 and Temp < 38 then PM10_next = 85

(4) If Hum < 23 and WS > = 2.45 and Hum < 16 and Temp < 42.5 and Temp > = 38 and Temp < 40.5 then PM10_next = 172
5 If Hum < 23 and WS > = 2.45 and Hum < 16 and Temp < 42.5 and Temp > = 38 and Temp > = 40.5 then PM10_next = 126
6 If Hum < 23 and WS > = 2.45 and Hum < 16 and Temp > = 42.5 and WD < 202.5 then PM10_next = 109
7 If Hum < 23 and WS > = 2.45 and Hum < 16 and Temp > = 42.5 and WD > = 202.5 then PM10_next = 61
8 If Hum > = 23 and WS > = 1.75 then PM10_next = 50.66
9 If Hum > = 23 and WS < 1.75 and Temp > = 31 then PM10_next = 110.14

(10) If Hum > = 23 and WS < 1.75 and Temp < 31 and WD < 80.5 then PM10_next = 45.33
11 If Hum > = 23 and WS < 1.75 and Temp < 31 and WD > = 80.5 and Hum > = 76 then PM10_next = 71.3
12 If Hum > = 23 and WS < 1.75 and Temp < 31 and WD > = 80.5 and Hum < 76 and Temp < 21 then PM10_next = 56.88
13 If Hum > = 23 and WS < 1.75 and Temp < 31 and WD > = 80.5 and Hum < 76 and Temp < 21 then PM10_next = 84.33

Dragomir et al. in 2016 stated in their study that, the REPTree can be used to predict the next PM10 concentrations 
by using readings of the meteorological parameters: temperature, and relative humidity [18]. Furthermore, Moghadam and 
Ravanmehr in 2017 proved that the REPTree algorithm achieved the significant performance to knowledge discovery by 
the meteorological parameters [27].

Figure 2 shows the results of implementing M5P. The size of the tree is 31 with a number of nodes as 15 and 16 
leaves. These leaves represent Machine Learning rules. The leaves of the tree represent the predictive rules of the tree. The 
process time of building this tree is 0.44 seconds. The correlation coefficient is 0.686, which indicates a strong correlation 
between PM10 and the four meteorological parameters. The Mean Absolute Error value is 18.055 and Root Mean Squared 
Error value is 24.0868. The following show the run information of this tree:

1: Hum

4: Hum

5: Hum

11: Hum 19: Hum

2: WS

6: WS

8: WS

15: WS

15: Temp

17: WD

20: Temp
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﹤ 42.5          ﹥ = 42.5

﹤ 38          ﹥ = 38

﹤ 40.5          ﹥ = 40.5

﹤ 202.5          ﹥ = 202.5

7: 85(8/448) [6/2440.67]
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18: 45.33 (4/226.19) [2/127.81]
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23: 71.3(5/90.8) [5/479.8]
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Instances: 288
Attributes: 5
                  PM10

                  Temp
                  WD
                  WS
                  Hum
Test mode: 10-fold cross-validation
=== Classifier model (full training set) ===
M5 pruned model tree:
(using smoothed linear models)
Hum < = 31.5:
|   Temp < = 27: LM1 (13/33.983%)
|   Temp > 27: 
|   |   Temp < = 36.5: LM2 (25/29.467%)
|   |   Temp > 36.5: 
|   |   |   Hum < = 12.5: LM3 (11/64.558%)
|   |   |   Hum > 12.5: 
|   |   |   |   WD < = 217: LM4 (6/48.779%)
|   |   |   |   WD > 217: LM5 (6/35.59%)
Hum. > 31.5: 
|   WD < = 284.5:
|   |   Hum < = 88:
|   |   |   Temp < = 27.5:
|   |   |   |   WD < = 192: LM6 (23/34.185%)
|   |   |   |   WD > 192: 
|   |   |   |   |   Hum < = 65.5: LM7 (11/22.824%)
|   |   |   |   |   Hum > 65.5: 
|   |   |   |   |   |   Temp < = 11.5: LM8 (4/15.46%)
|   |   |   |   |   |   Temp > 11.5: LM9 (3/15.059%)
|   |   |   Temp >27.5: LM10 (29/52.945%)
|   |   Hum > 88: 
|   |   |   Temp < = 29.5:
|   |   |   |   WD < = 271.5: LM11 (16/36.703%)
|   |   |   |   WD > 271.5: LM12 (6/43.074%)
|   |   |   Temp > 29.5: 
|   |   |   |   WD < = 64: LM13 (6/27.66%)
|   |   |   |   WD > 64: LM14 (19/32.78%)
|   WD > 284.5: 
|   |   WS < = 4.85: LM15 (83/43.506%)
|   |   WS > 4.85: LM16 (27/47.155%)
LM num1: PM10 = 0.9299 * Temp + 0.0729 * WD - 6.9352 * WS - 1.1822 * Hum + 63.8746
LM num2: PM10 = 1.5851 * Temp + 0.0876 * WD - 12.783 * WS - 1.5856 * Hum + 88.1574
LM num3: PM10 = -2.7027 * Temp - 0.1714 * WD - 5.9489 * WS - 1.9865 * Hum + 300.1471
LM num4: PM10 = -0.8848 * Temp + 0.0225 * WD - 5.9489 * WS - 1.9532 * Hum + 173.5939
LM num5: PM10 = -1.3404 * Temp - 0.0261 * WD - 5.9489 * WS - 1.9532 * Hum + 206.0747
LM num6: PM10 = -0.3575 * Temp + 0.0289 * WD - 0.3785 * WS + 0.0029 * Hum + 59.5517
LM num7: PM10 = 0.6031 * Temp + 0.0314 * WD - 0.3785 * WS + 0.1114 * Hum + 41.2158
LM num8: PM10 = 1.312 * Temp + 0.0216 * WD - 0.3785 * WS + 0.2407 * Hum + 31.011
LM num9: PM10 = 1.3454 * Temp + 0.0314 * WD - 0.3785 * WS + 0.2407 * Hum + 28.5949
LM num10: PM10 = 0.2918 * Temp - 0.0302 * WD - 0.3785 * WS + 0.0292 * Hum + 69.808
LM num11: PM10 = -0.4128 * Temp + 0.051 * WD - 2.6123 * WS + 1.431 * Hum - 78.3223
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LM num12: PM10 = -0.4128 * Temp + 0.073 * WD + 2.4368 * WS + 1.0277 * Hum - 51.4867
LM num13: PM10 = -1.396 * Temp + 0.0047 * WD - 1.2777 * WS - 0.1129 * Hum + 101.9175
LM num14: PM10 = -0.3787 * Temp + 0.0047 * WD - 1.2777 * WS - 0.1129 * Hum + 64.8528
LM num15: PM10 = 0.0417 * Temp - 0.0335 * WD - 0.854 * WS - 0.0421 * Hum + 64.371
LM num16: PM10 = 0.0417 * Temp - 0.8291 * WD - 1.473 * WS - 0.0421 * Hum + 299.4608
Number of Rules: 16
Time taken to build model: 0.44 seconds
=== Cross-validation ===
=== Summary ===
Correlation coefficient                 0.686 
Mean absolute error                     18.055
Root mean squared error              24.0868
Relative absolute error                 70.1905 %
Root relative squared error          72.6947 %
Total Number of Instances           288     
Where LM: Learning Machine.
num: number of the learning machine.

Figure 2. M5P for predicting PM10 by using meteorological parameters

Table 3 presents the 16 predictive rules of IF-THEN. For example, the highest value of PM10 is in the rule LM 3. 
which states that: if the humidity is less than or equal to 12.5% to less than or equal 13.5%, and temperature is greater than 
27°C and greater than 36.5°C then the predicate value of PM10 is represented by the linear model LM3. This model is: PM10 
= -2.7027 * Temp - 0.1714 * WD - 5.9489 * WS - 1.9865 * Hum + 300.1471. The wind speed has the highest coefficient 
followed by temperature, which means their effect were higher than the other parameters.

The lowest value of PM10 is declared in the rule ML 9. which states that: if humidity is greater than 31.5% and less 
than or equal to 88%, wind direction is greater than 192 degree (SW) to less than or equal 284.5 degree (NW) and the 
temperature is greater than 11.5°C less than or equal to 27.5°C then the predicate value of PM10 is represented in the linear 
model LM9: PM10=1.3454 * Temp + 0.0314 * WD - 0.3785 * WS + 0.2407 * Hum + 28.5949. The temperature and wind 
speed have the highest coefficients, which indicate the main cause of increasing the concentration of PM10 is temperature 
and wind speed.

Dragomir et al. in 2016 used M5P to predict PM10 concentrations by using readings for meteorological temperature, 
and relative humidity [18]. Furthermore, Voukantsis et al. in 2010 in their study applied M5P to consider the effect of PM2.5 

and other gases on CO2 
[28].
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Table 3. Testing M5P tree for predictive PM10 by using meteorological parameters
Rule No. Predictive Rules

1 If Hum < = 13.5 and Temp < = 27 then LM1
2 If Hum < = 13.5 and Temp > 27 and Temp < = 36.5 then LM2

(3) If Hum < = 13.5 and Temp > 27 and Temp > 36.5 and Hum < = 12.5 then LM3
4 If Hum < = 13.5 and Temp > 27 and Temp > 36.5 and Hum > 12.5 and WD < = 217 then LM4
5 If Hum < = 13.5 and Temp > 27 and Temp > 36.5 and Hum > 12.5 and WD > 217 then LM5
6 If Hum > 31.5 and WD < = 284.5 and Hum < = 88 and Temp < = 27.5 and WD < = 192 then LM6
7 If Hum > 31.5 and WD < = 284.5 and Hum < = 88 and Temp < = 27.5 and WD > 192 and Hum < = 65.5 then LM7

8 If Hum > 31.5 and WD < = 284.5 and Hum < = 88 and Temp < = 27.5 and WD > 192 
and Hum > 65.5 and Temp < = 11.5 then LM8

(9) If Hum > 31.5 and WD < = 284.5 and Hum < = 88 and Temp < = 27.5 and WD > 192 
and Hum > 65.5 and Temp > 11.5 then LM9

10 If Hum > 31.5 and WD < = 284.5 and Hum < = 88 and Temp >27.5 then LM10
11 If Hum > 31.5 and WD < = 284.5 and Hum > 88 and Temp < = 29.5 and WD < = 271.5 then LM11
12 If Hum > 31.5 and WD < = 284.5 and Hum >88 and Temp < = 29.5 and WD > 271.5 then LM12
13 If Hum > 31.5 and WD < = 284.5 and Hum > 88 and Temp > 29.5 and WD < = 64 then LM13
14 If Hum > 31.5 and WD < = 284.5 and Hum > 88 and Temp > 29.5 and WD > 64 then LM14
15 If Hum > 13.5 and WD > 284.5 and WS < = 4.85 then LM15

16 If Hum > 13.5 and WD > 284.5 and WS > 4.85 then LM16

4. Research findings
Machine leaning by data mining played an important role in decision making prediction, especially the decision trees 

algorithms. Table 4 summaries the results of implementing the two decision trees algorithms, to predict the concentration 
value for PM10 by using meteorological parameters. The two decision tree algorithms used the same predictor 
meteorological parameters and data. As a finding for this paper, humidity is an important parameter related to PM10, 
because humidity absorbs PM10, therefore the concentration of PM10 reduced with increasing the relative humidity, and this 
is one of the innovative facts proved in this paper. 

The M5P algorithm has the higher correlation coefficient value of 0.686, while for REPTree model value is 0.6702. 
The lowest MAE value is for M5P model with a value of 18.055, for REPTree model the value is 18.902. The lowest 
RMSE is for M5P with a value of 24.086, for REPTree the value is 24.730. The M5P has 31 rules, the REPTree has 25 
rules. REPTree processing time is 0.03 seconds, and M5P consumed 0.44 seconds. This indicates that the M5P and the 
REPTree inductive models were suitable for predicting PM10 concentration. As a future study, we recommend develop an 
application that can send a notification for any environmental disasters.

Table 4. Comparison between REPTree and M5P decision trees

Statistical parameter REPTree M5P
Predictor Humidity Humidity

Correlation R 0.670 0.686
MAE 18.9028 18.055

RMSE 24.7308 24.0868
No. of rules 13 16

Size of the tree 25 31
Time taken to build tree 0.030 0.440

Predicted by Value Rule
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