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1. Introduction
Dijkgraaf-Witten theory was first proposed in [1], and since then has been further studied by many people; see [2-

8] and the references therein. It can be defined for any integer d ≥ 1, any finite group Γ and any cohomology class α ∈ 
H d(Γ; U(1)), and is called untwisted when α = 0. The key ingredient of the untwisted DW theory (denoted as DW0

d,Γ) is 
counting homomorphisms from the fundamental group of a manifold to Γ.

DW theory not only has theoretical importance since it is one of the first rigorously constructed TQFTs, but also 
is practically interesting because of its relation with fundamental group. The fundamental group of a manifold M, as a 
noncommutative object, encodes much topological information of M, but at the same time, is often hard to handle. The 
DW invariant of M, however, can extract partial information on π1(M).

In general, enumeration of homomorphisms from a group G to finite groups is usually helpful for understanding G. 
For example, the classical topic of counting finite-index subgroups of a finitely generated group G is directly related to 
counting homomorphisms from G to symmetric groups, see [9, 10]; the Hall invariant, which counts epimorphisms from 
G onto a finite group, dates back to [11] and also has its own interests [10, 12].

When G = π1(M), homomorphisms from G to finite groups have additional topological meanings. In dimension 2, 
people studied existence and enumeration problems on surface coverings by counting homomorphisms from surface 
groups to finite groups, see [13-15]. But in 3-dimension, till now, besides [16] and the author’s work [17], there are few 
such results. In knot theory, for a knot K ⊂ S3, there are good reasons for paying attention to homomorphisms from π(K) 
:= π1(EK) (where EK is the complement of a tubular neighborhood of K ) to finite groups. It was shown in [18] that all 
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finite quandle invariants can be expressed in terms of the numbers NΓ(x, y) of homomorphisms π(K) → Γ sending the 
meridian and the longitude to x and y, respectively, for appropriate finite group Γ and various pairs (x, y) ∈ PΓ := {(x, 
y) : xy = yx}; it was also pointed out that such enumeration is helpful to somehow keep track of the knot group since the 
knot group is residually finite. In fact the DW invariant of EK is a specific vector comprising exactly the numbers NΓ(x, y).

In recent years, many deep connections between 3-manifolds and finite groups have been revealed (see [19-23] and 
the related references). There are a lot of interesting things to be further explored. In “On the groups of periodic links” 
(arXiv:1805.02219), the author deduced a criterion for a link L to be periodic, in terms of the DW invariants of L as well 
as that of the quotient link. For the criterion to be applicable, we need some general knowledge on DW invariants of the 
“nonvisible” quotient link. It is thus natural to formulate the following.

Problem 1.1 Given a finite group Γ, which function

 1 1{( , ; ...; , ) : , 1 }n
n n i i i ix h x h x h h x i nΓ = = ≤ ≤ → P

can be realized as the Dijkgraaf-Witten invariant of some n-component link?
In the study of DW theory, a big problem is the difficulty of practical and concrete computations.
As a widely known fact [24, 25], in general each modular tensor category C gives rise to a 3-dimensional extended 

TQFT RTC. When C is ε(Γ) (to be introduced in Section 2.3), a result of Freed [5] established the equivalence between 
DW0

3,Γ and the Reshetikhin-Turaev theory RTε(Γ). So the DW invariants of links can be computed via diagrams as for 
general RT invariants. However, there is no such computation seen in the publications.

The main contribution of the present paper consists of two parts. First, based on the preprint “The untwisted 
Dijkgraaf-Witten invariant of links”, we clarify several aspects of DW theory which were usually folklore or spreading 
among experts, and present a practical method for computing DW invariants for arborescent links. Second, we provide 
significant ingredients of the MTC ε(Γ) when Γ is the semi-direct product Z/pZ   Z/(p − 1)Z, where p is an odd prime 
number; we will see that much number-theoretic richness is reflected in the structure of ε(Γ).

The content is organized as follows. Section 2 is a preliminary on DW theory, tangle and link, and RT theory. In 
Section 3 we develop a general method of computing DW invariants for arborescent links. In Section 4, we give key 
formulas for Γ = Z/pZ   Z/( p − 1)Z, and as an illustration, we compute the DW invariants for a family of knots. 

Notation 1.2 For positive integers m, n, let M(m, n) denotes the space of m × n matrices over C.
For a set X, let #X denote its cardinality.
Let T denote the torus S1 × S1. Let m0 = S1 × 1 and l0 = 1 × S1.
For a group G, usually denote the identity element by e. For x, y ∈ G, let x y  denote xyx−1; let δ x

y = 1 if x = y and 
δ x

y = 0 otherwise; let Cen(x) denote the centralizer of x; let Con(x) denote the conjugacy class containing x.
For a condition x, let δx = 1 if x holds, and δx = 0 otherwise.
If x ∈ G has order n, and k ∈ Z/nZ, then by xk we mean kx   for any k  ∈ Z whose residue class modulo n is k.

2. Preliminary
2.1 Untwisted Dijkgraaf-Witten theory

For a finite group and a positive integer d, the d-dimensional untwisted Dijkgraaf-Witten theory Z = DW0
d,Γ over Γ 

is given as follows.
For a connected closed (d − 1)-manifold B, let Z(B) be the vector space of functions α : hom(π1(B), Γ) → C such 

that α(hφ) = α(φ) for all h ∈ Γ and φ  ∈ hom(π1(B), Γ), where (hφ)(x) = hφ(x). For connected closed (d − 1)-manifolds 
B1, ..., Br, set 1 1( ) ( )r r

i i i iZ B Z B= ==⊗ .
For a connected closed d-manifold C, let

1
1( ) #hom( ( ), ) : ( );

#
Z C C Zπ= ⋅ Γ ∈ = ∅

Γ

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for a connected d-manifold C with ∂C ≠ ∅, define Z(C) ∈ Z(∂C) by setting

1( )( ) #{ hom( ( ), ) : | };CZ C Cφ π φ∂= Φ∈ Γ Φ =

for connected d-manifolds C1, ..., Cs, set

1 1 1( ) ( ) ( ).s s s
i i i i i iZ C Z C Z C= = == ⊗ ∈ ∂⊗

When d = 3, the vector space E := Z(T) can be identified with the space of functions α : PΓ → C such that α(a x, 
a g) = α(x, g) for all a ∈ Γ.

For each conjugacy class c of Γ, choose xc ∈ c, take an irreducible representation ρ of the centralizer Cen(xc) of xc, 
and put

1

,
tr( ( )), ,( , )
0,                       

 
  

g b y g xy b
yρ

ρ
χ

− == 
∉

c
c

c.

 

By Lemma 5.4 of [4], all such χc, ρ’s form a canonical orthonormal basis for E, with respect to the inner product

 
1 2 1 2

( , )

1( , ) ( , ) ( , ).
#E

x g
x g x gα α α α

Γ∈

= ⋅
Γ ∑

P

2.2 Framed tangles and links

A framed tangle T is an equivalence class of pairs (T , fr) where T  is an oriented 1-manifold embedded in [0, 1] × 
R2 ⊂ R3 such that ∂T  ⊂ {0, 1} × R × {0}, and fr is a nonzero section of the normal vector field on T . Two pairs (T , fr) 
and (T', fr') are equivalent if there is an orientation-preserving homeomorphism of R3 that takes T  to T' and takes fr to 
fr'. Denote T = [T , fr]. We do not distinguish a framed tangle from its representatives. Call s(T) := ({0} × R × {0}) ∩ T  
(resp. t(T ) := ({1} × R × {0}) ∩ T ) the source (resp. the target) of T. Regard s(T ) and t(T ) as oriented 0-manifolds.

A tangle with empty source and target is just an oriented link.
A framed tangle can always be presented as a tangle diagram, with the blackboard framing understood. In this 

vein, two tangle diagrams represent the same framed tangle if and only if their underlying tangles are equivalent and the 
writhe numbers of the corresponding components are all equal.

Given tangles T1, T2, the horizontal composite T1 + T2 is defined by putting T2 on the right side of T1. When #s(T2) = 
#t(T1) (so that there is an obvious bijection between s(T2) and t(T1)), and the orientations are compatible, we can define 
the vertical composite T2 * T1 to be framed tangle obtained by putting T2 on top of T1 and identifying t(T1) with s(T2); 
clearly, s(T2 * T1) = s(T1) and t(T2 * T1) = t(T2).

Figure 1. (a) A tangle T; (b) the closure of T

(a) (b)
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When s(T ) can be identified with t(T ), the closure of T, denoted T , is the closed 1-manifold obtained by 
connecting the source and target using parallel lines in the way shown in Figure 1.

Call the tangles in Figure 2 and the [±1] shown in Figure 3 basic tangles.

Figure 2. Three of the basic tangles

Figure 3. Integral tangles

For n ∈ Z, the integral tangle [n] is the vertical composite of |n| copies of [1] or [−1], depending on the sign of n.
Definition 2.1 Let L = K1  ···  Kn be a n-component framed oriented link. Let N(L) be a tubular neighborhood. 

For each i, let li = Ḱ i, the knot obtained by moving Ki a short distance according to the framing, and choose a meridian 
mi paired with li. The Dijkgraaf-Witten invariant Z(L) is the image of Z(S3\N(L)) under the isomorphism Z(∂N(L)) ≅  

nE⊗  induced by the homeomorphism ∂N(L) → nT sending mi, li respectively to m0, l0.

2.3 The category ε(Γ)

Fix a finite group Γ. Let ε(Γ) be the category of (finite-dimensional) graded vector spaces x
x∈Γ

=⊕u u  together with 

a left Γ action such that g(ux) = g xu  ; a morphism u → v is a family of linear maps f = { fx : ux → vx : x ∈ Γ} such that 
x g xg f f g=   for all x, g. The category ε(Γ) is just the category of modules over the quantum double of Γ [25], and 

also the same as the category of Γ-crossed modules [26].
Suppose u ∈ ε(Γ), and (x, g) ∈ PΓ, i.e. xg = gx, let

( , ) tr( : ).x xx g gχ = →u u u

The function χu belongs to E and is called the character of u. Define

dim ( , ).
x

x eχ
∈Γ

= ∑ uu

Let Λ be a complete set of representatives of isomorphism classes of simple objects. Then actually {χu : u ∈ Λ} is 
just the canonical basis {χc,ρ} (introduced in Section 2.1) for E. Here are the crucial structures of ε(Γ):

[0] [1] [−1] [n]

(1)

(2)
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• (tensor product) A bifunctor : ( ) ( ) ( )ε ε εΓ × Γ → Γ  defined by

1 2
1 2

( ) .x x x
x x x=

= ⊗⊕u v u v

A “unit” object 1 is given by C sitting at e, with Γ acted trivially.
• (associator) A natural isomorphism ( ) ( )→u v w u v w     given by the natural isomorphism of vector 

spaces

( ) ( ).x y z x y z⊗ ⊗ ≅ ⊗ ⊗u v w u v w

• (braiding) A natural isomorphism , :R →u v u v v u   given by

,  for , .x y y x x x y yu v xv u u v⊗ ⊗ ∈ ∈u v

• (dual) An involution op: ( ) ( )ε εΓ → Γ , defined by 

1( ) ( ) ;x x−
∗=u u

the action : x g xg →u u 
  is given by the dual of 1 1

1 :
g x x

g − −
− →u u


.

• A pair of natural transformations : ,  :ι → →u u1 u u u u 1 

  , which are expressed explicitly as

, , , ,(1) ,   ( ) ,x a
x a x a x a y b y b

x a
u u u uι δ δ∗ ∗= ⊗ ⊗ =∑∑u u

where {ux,a} is an arbitrary basis for ux, and {u*
x,a} is the corresponding dual basis for 1 ( )xx−

∗=u u .

2.4 Reshetikhin-Turaev invariant

Suppose C be a modular tensor category (see [25] for details). It has structures which are generalizations of those 
possed by ε(Γ) in the previous subsection. We use the same notations as for ε(Γ) in Section 2.3; for instance, let  
denote the tensor product and let 1 denote the unit object. Let O(C ) denote the set of objects in C. A C-colored framed 
tangle is a pair (T, c) consisting of a framed tangle T and a map c : π0(T ) → O(C).

Two colored framed tangles (T, c) and (T', c' ) are considered as the same if T' is obtained by reversing the 
orientations of some components Ai, i ∈ I, of T and c' differs from c only at these components, with ( )    ( )i ic A c A′ ≅  , i ∈ I.

Given a colored framed tangle (T, c). If s(T ) = ∅  (resp. t(T ) = ∅), then put cT = 1 (resp. cT = 1). In general, 
suppose s(T ) = {s1, ..., sk}, t(T ) = {t1, ..., t l}. For an oriented arc A, let s(A) (resp. t(A)) denote its starting (resp. 
terminal) point. Define c(i) to be c(A) (resp. ( )c A ) if {si} = s(A) (resp.{si} = t(A)) for some component A of T, and define 
c( j) to be c(A) (resp. ( )c A ) if {t j} = t(A) (resp. {t j} = s(A)) for some component A of T. Put

(1) ( )
(1) ( ) ,   .T

T k= =c c c c c c 

 

As shown in [24, 25], one can associate to (T, c) a morphism

( , ) : T
TT c →c c

in the following way:

(3)
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1. To each colored basic tangle in Figure 4, associate a morphism accordingly: (a) idu; (b) Ru,v; (c) Ru,v
−1; (d) ιu; (e) u.

2. Call a framed tangle elementary if it is the horizontal composite of some basic tangles. For a colored elementary 
framed tangle (T, c), let F(T, c) be the tensor product of the morphisms associated to the basic pieces.

3. It is always possible to decompose a general T as a vertical composite of elementary tangles; set F(T, c) to be 
the vertical composite of the morphisms associated to the elementary layers.

Figure 4. Colored basic tangles

It is know that F(T, c) is independent of the choice of the decomposition, and called the Reshetikhin-Turaev 
invariant of the colored framed tangle (T, c).

Now let C = ε(Γ). Due to the coincidence between DW0
3,Γ and RTε(Γ) [5], the DW invariant of a link L can be 

expressed in terms of RT invariants of (L, c) for various colorings c.
Theorem 2.2 For each n-component framed link L = K1  ···  Kn,

1 ( )
col( )

1( ) ( , ) ,
#

n n
j c j

c L
Z L L c Eχ ⊗

=
∈

= ⋅⊗ ∈
Γ ∑ 

where col(L) is the set of maps c : {1, ..., n} → Λ.
This result is somehow well-known to experts. Here are some explanations. The Reshetikhin-Turaev theorem 

asserts that a MTC C determines a 1-2-3 extended TQFT RTC which takes C at S1. In [4, 5] Freed used finite integral 
to construct an extended TQFT (extending the one presented in Section 2.1) whose value on the circle is computed to 
be ε(Γ). Consequently, the 3-manifold invariants in DW0

3,Γ are equal to those in RTε(Γ). Alternatively, one may refer to 
Theorem 4.4 of arXiv:1209.4283v4, where many explicit details were given.

3. The computing method for arborescent links
Let T2

2 denote the set of tangles T with #s(T ) = #t(T ) = 2. Besides the vertical composition *, there is another 
operation on T2

2, namely, the rotation r: for any T ∈ T2
2, let r(T ) denote the new tangle obtained from rotating T 

counterclockwise by π/2. Let Tar ⊂ T2
2 denote the smallest subset containing [1] and closed under * and r.

Elements of Tar are called arborescent tangles, each of which can be written as a word in the alphabet [1], *, r. An 
arborescent link is the closure of some arborescent tangle.

Some special arborescent tangles and links are more interesting.
For s1, ..., sk ∈ Z, define the continued fraction [[s1, ..., sk]] inductively by

1 1 1 1 1[[ ]] ,   [[ , , ]] 1/ [[ , , ]].k k ks s s s s s s −= … = − …

Associated to each p/q ∈ Q (with (p, q) = 1), there is a rational tangle

(a)

U

U U

U

U

V V

(b) (c) (d) (e)
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1[ / ] ( ([ ]) ) [ ],kp q r r s s= ∗ ∗ 

where the si’s are chosen so that [[s1, ..., sk]] = p/q; it is known that up to equivalence [p/q] does not depend on the 
choices.

A Montesinos tangle is the composite tangle r([p1/q1]) * ··· * r([pm/qm]) for some rational numbers pi/qi, and its 
closure is called a Montesinos link.

Notation 3.1 Let ε = ε(Γ). For u, v, let ε(u, v) denote the set of morphisms from u to v.

Figure 5. The rotation r

Let (T, c) be a colored framed tangle, with T ∈ T2
2, as indicated on the left of Figure 5. Associated to it is a 

morphism F(T, c) ∈ ε 1 2 3 4( , )u u u u  . Figure 5 shows that 3 1 4 2( ( , ))    ( , )r T c ε∈ u u u u 

   is equal to the 
composite

3 4 1 22 3 2 3
( id id ) (id ( , ) id ) (id id ).T c ιu u u uu u u u

           

For any u1, u2, u3, u4 ∈ ε, define

3 4
1 2

,
1 2 3 4 3 1 4 2,rot rot : ( , ) ( , )ε ε= →u u

u u u u u u u u u u   

 

by sending F to the composite

3 4 1 22 3 2 3
( id id ) (id id ) (id id ).F ιu u u uu u u u

          

Then F(r(T, c)) = rot(F(T, c)).
The functoriality and invariance of (3) immediately imply.
Theorem 3.2 For each colored arborescent tangle (T, c) where T is presented as a word w ([1], *, r), the morphism 

F(T, c) can be obtained from replacing [1], *, r in w by R, ◦, rot, respectively.
In particular, if p/q = [[s1, ..., sk]], then

1([ / ], ) rot( rot( ) ) .kssp q c R R=   

Remark 3.3 By R we mean Rv,w for some v, w as determined by the coloring. Similarly for rot.

u3

u3

u3

u1u1

u1

u4

u4

r

u4 u2

u2

u2

(4)
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For v ∈ ε and  f ∈ ε(v, v), let

( )tr( ) tr : ( , ) ( , ) .f f Eε ε χ∗
∈Λ

= → ⋅ ∈∑ w
w

w v w v


For a Eα χ
∈Λ

= ∈∑ w w
w

, put

| | dim .aα
∈Λ

= ⋅∑ w
w

w

Lemma 3.4 Suppose (T, c) is a colored framed tangle such that s(T ) can be identified with t(T ) and cT = cT, so that 
we can get a colored framed link ( ,  T c ) by taking closure. Then

( , ) tr( ( , )) .T c T c=


 

Proof. By Lemma 2.6 of [24], F( ,  T c ) = trq(F(T, c)), where trq(.), in our setting and notation, is equal to | tr


(.)|,  
as can be checked. 

We now explain how to practically compute the RT invariant of a colored arborescent link. Suppose T ∈ Tar is 
presented as a word w([1], *, r), and c is a coloring of T which induces a coloring ,  T c  of ,  T c. Then by Theorem 3.2, F(T, c) 
= w(R, ◦, rot).

1. For all u, v ∈ Λ, choose an isomorphism

, ,: ,q N
∈Λ

≅ ⋅⊕ w
u v u v

w
u v w

where ,N ⋅w
u v w  stands for the direct sum of ,N ⋅w

u v w copies of w.
For u1, u2, u3, u4 ∈ Λ, let 3 4

1 2
,
,Φ = Φu u

u u  be the composite

1 2 3 41 2 3 4 , ,( , ) ( , )N Nε ε
∈Λ

≅ ⋅ ⋅⊕ w w
u u u u

w
u u u u w w 

1 2 3 4, ,( , ),N N
∈Λ

≅ ⊕ w w
u u u u

w


where (8) sends f to 
3 4 1 2

1
, ,q f q−

u u u u  , and (9) comes from the fact that each endomorphism of a simple object w is a 
multiple of idw. We shall abbreviate 3 4

1 2
,
,Φu u

u u  to Φ whenever there is no risk of confusion.
2. Define ROT = ROT 3 4

1 2
,
,Φu u

u u  to be the unique map making the diagram 

rot
1 2 3 4 3 1 4 2( , )  ( , )ε ε→u u u u u u u u   

 

1 2 3 4 1 43 2

ROT
, , , ,

( , )  ( , )N N N N
∈Λ ∈Λ

→⊕ ⊕w w w w
u u u u u u u u

w w
 

commutative. Choose base {u1, j}, {u2,k}, {u3,u}, {u4,v} for u1, u2, u3, u4, respectively, and let {u*
2,k}, {u*

3,u} be the dual base 
for 2 3,  u u , 2 3,  u u  , respectively.

Suppose 1 2 3 4:F →u u u u   is expressed as

(5)

(6)

(7)

(8)

(9)

□

     


→

     


→Φ Φ
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,
1, 2, , 3, 4,

,
( ) ( ) .u v

j k j k u v
u v

F u u F u u⊗ = ⋅ ⊗∑

Then rot(F) can be expressed as

3, 1, 3, 1, 2, 2,i j i j k k
k

u u u u u u∗ ∗ ∗⊗ ⊗ ⊗ ⊗∑

,
, 3, 3, 4, 2,

, ,
( )u v

j k i u v k
k u v

F u u u u∗ ∗⋅ ⊗ ⊗ ⊗∑ 

,
, 4, 2,

,
( ) .i v

j k v k
k v

F u u∗⋅ ⊗∑ 

Hence with respect to the base {u*
3,i}, {u1, j}, {u4,k}, {u*

2,v}, rot(F) is represented by the matrix T (rot(F)), with

, ,
, ,(rot( )) ( ) ,k v i k

i j j vF F=

and the linear map ROT can be determined through this relation.
3. For ( , )A A N N∈Λ

∈Λ
= ⊕ ∈⊕ w w

w w
w
 , put

Tr( ) tr( ) .A A Eχ
∈Λ

= ⋅ ∈∑ w w
w



Then by Lemma 3.4,

( , ) tr(  ( , , rot))     Tr(  ( ( ), , ROT)) .T c w R w R= = Φ
 

 

4. Γ = Z/pZ  Z/( p − 1)Z for an odd prime p
Let Zp = Z/pZ and Zp −1 = Z/(p − 1)Z.
Fix a generator r of 1p p

×
−≅  . Let 1p p−Γ =    be determined by the homomorphism 1 Aut( )p p p

×
− → ≅    

sending 1 to r. A presentation is

1,  1,  .p p rα β α β βα α β−Γ = 〈 = = = 〉∣

We often denote an element of Γ by αaβ b with a ∈ Zp, b ∈ Zp−1.
There are p − 1 nontrivial conjugacy classes, namely,

1Con( ) { : };
kk r

pkα β α α −= = ∈

(1 )
1Con( ) { : },  0 .

vv n v r n v
p pn vβ α β α β−

−= = ∈ ≠ ∈ 

The centralizers of the representatives are

(10)

(11)

(12)

(13)
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1Cen( ) ;  Cen( ) ,  0 .v
pvα α β β −= 〈 〉 = 〈 〉 ≠ ∈

Let

1 2 2,  exp ,  exp .
2 1

p i ip
p p
π πζ ξ

   −
= = =   −   

It makes sense to write ξ k for k ∈ Zp−1 and ζ s for s ∈ Zp.

4.1 Simple object

Up to equivalence there is a unique ( p  − 1)-dimensional irreducible representation c̃ : Γ → GL( p  − 1, C), which is 
determined by

1

( 1)

0 0 1
1 0 0

,   ,

0 1 0
p

r

r

ζ
α β

ζ

−

− −

  
  
  
  
     





  

   



so that β(ei) = ei+1, where ei is the ( p  − 1)-dimensional column vector whose i-th entry is 1 and the other entries are all 0. 
It is easy to find

0 0( ) ( 1) .x y
x ypχ α β δ δ= −c

For each k ∈ Zp−1, there is a 1-dimensional representation

 : ,  .u v kv
k α β ξ×Γ →d  

Let c (resp. dk) denote the object of ε(Γ) given by ̃c (resp. d̃k) sitting at e.
For j ∈ Zp, set

1
1 ,j p a

a α−
== 〈 〉⊕a 

by which we mean a j
αa = C for each a, and define the action by

/( ): .
y yx y a jx r a r aα β α ζ α⋅

For 0 ≠ v ∈ Zp−1 and l ∈ Zp−1, set

1 ,p b v
v b α β== 〈 〉⊕b 

and define the action by

(1 ): .
y vx y b v y r b x r vα β α β ξ α β+ −⋅



(14)

(15)

(16)

(17)
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Each simple object of ε(Γ) is isomorphic to exactly one member in

1 1 1{ } { : } { : } { : 0 , }.j
k p p v p pk j v− − −Λ = ∪ ∈ ∪ ∈ ∪ ≠ ∈ ∈c d a b    

By the definition (2),

dim 1,  dim 1,  dim 1,  dim .j
k vp p p= − = = − =c d a b

For the dual, we have

,  ,  ( ) ,  ( ) .j j
k k v v

−
− −≅ ≅ ≅ ≅c c d d a a b b    

Precisely,
• the isomorphism  is given by i i P

∗
+≅c c e e ;

• the isomorphism k k− ≅d d  is obvious;
• the isomorphism ( )j j≅a a   is given by

( ) ( ) ,  ( ) ;aa a
j j j a a

αα α
α α−

∗ − ∗→ =a a a 



• the isomorphism ( )v v
−
− ≅b b    is given by

( ) (( ) ) (( ) ) ,  ( ) .
v

b v b v vr v
b v r b v

v v vα β α β α β
α β α β− − −

− ∗ − − ∗
− → =b b b  





4.2 ⊙ and R

We shall decompose 1 2
1 2v vb b 

  as a direct sum of objects in Λ, and then determine 
1 2
1 2

,
( )

v v
RΦ

b b 

 through this 
decomposition.

Let 1 2 1 2 and v v v= + = +


   .

We do not deal with  for  or v v≠ ≠u v u b v b 

 , because a complete computation not only will occupy too many 
pages, but also is unnecessary (see Remark 4.1). The same reason is taken account for in the next subsection.

4.2.1 ṽ ≠ 0

In 1 2
1 2v vb b 

 , the component supported at 1 is v p
a aβ =⊕ x , with

1 1 2 ,
v v vr a a

a α β α β−= 〈 〉 ⊗ 〈 〉x  

and the action β : xa → xra is the multiplication by ξ l̃, which in particular, fixes x0. Hence

1 2
1 2

1
1 ,p

v vv v
−
=≅ ⊕⊕b b b b

 
 

 




under which

1 2 ,v v v
vβ β β⊗ ∈b






(18)

(19)

(20)

(21)

(22)

(23)
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1 1 2 1 ( ) 1
1 1 .

v u uv vr r p u v p
vα β α β ξ β

+− − − −
= =⊗ ⊕ ∈⊕ b


  


 



Under the action of 
1 2
1 2

,v v
R

b b 

,

1 2 2 1 2 1 ,v v v v vβ β ξ β β⊗ ⋅ ⊗



1 11 2 2 1 2 1 .
v u v uu u vv v v v vr r r rα β α β ξ α β α β
+ ++− −⊗ ⋅ ⊗







Hence through the decomposition (22),

2 1 1 1
1 2
1 2

( ) ( )1
1,

( ) ( | ) |( ),
v v

v p vp
v vR ξ ξ − + −−

=Φ = ⊕⊕
b b

b b
 



     

 


where for a simple object b, we use (λ |b) to denote the morphism λ · idb.

4.2.2 v1 = v = −v2 ≠ 0

In 1 2
v v−b b 

 , the component supported at 1 is a n
b bα =⊕ y , with 

,
va r b v b v

b α β α β− −= 〈 〉 ⊗ 〈 〉y  

and the action α : yb → yb+(1−r−v) is trivial. Hence

1 2
1 ,p j

v v j− =≅ ⊕ ⊕⊕b b c d a 







under which

(1 )
1 1 ,

u v uv u
ja

r r a v a v p u r p jr r
j jα β α β ξ ζ α

−− − − −
= =⊗ ⊕ ∈⊕ a





1 1
1 1 .

i
v v

ar
r a v a v p i r

i iα β α β ξ ζ

−

−− − − − −
=

 
 ⊗ ⊕ ∈ ⊕
  
 

∑ c d







 e

Under the action of 1 2,v v
R

−b b 

,

2 (1 ) ,
u v u v u vvr r a v a v a r r v r r a vα β α β ξ α β α β

−− − + − − −⊗ ⋅ ⊗



2 .
v vvr a v a v a v r a vα β α β ξ α β α β− − − −⊗ ⋅ ⊗



Hence through the decomposition (26),

2 2 2
1 2

1
1,

( ) ( (| ) ( | ) .)|v

v v

j
v v vp jr

jR ξ ξ ξ ζ
−

−
=Φ = ⊕ ⊕⊕

b b
c d a

 

  





(24)

(25)

(26)

(27)

(28)

(29)
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4.3 T (F )

We only provide information on T (F ) for morphisms 1 2 1 2
1 2 1 2

: k k
v v u uF →b b b b 

   with (uj, kj) ∈ {(vj, lj), (v3−j, l3−j)}. 
Also, let 1 2 1 2,  v v v= + = +


   .

4.3.1 ṽ ≠ 0

Suppose 1 2 1 2
1 2 1 2

: k k
v v u uF →b b b b 

   is a morphism with

1
1

ˆ( ) ( | ) ( | ),p
v v vF A b−

=Φ = ⊕ ⊕⊕b b b 

  

  
 

where 2 2
ˆ[ ] , and ijA a ×= ⊕ means to take direct sum over l ∈ Zp−1\{l̃}.

We shall express T (F ) in terms of Φ(F) and vice versa.
Now βv1 ⊗ βv2 is sent by (23) to β ṽ in the first vb



, and then sent by Φ(F) to a11β ṽ ⊕ a12 β ṽ; if its image under the 
inverse of (22) is

1 2 11 2 1 2
1

(1 ) (1 ) (1 )
11

1
,

u u u uv up
u u u ux r x r x r r r

u
u

a sα β α β α β α β
+−

− − − −

=

⊗ + ⋅ ⊗∑


then by (24),

1
( )

12
1

.
p

u
u

u
s aξ δ

−
−

=

=∑ 

  





This holds for all l if and only if

( ) 121 .up s a− =

Moreover, for b(1 − rv2 ) ≠ 1 − rṽ,

1 1 2
(24) ( )

1 1
1 21 1 ,

v F
v vb r p b v b v p b va bα β αβ α β α β α β

Φ
− − −

= =⊗ ⊕ ⊕⊕ 

  

 

with b
l̃

 = a22; suppose it is sent by the inverse of (22) to

1 2 11 2 1 2
1

(1 ) (1 )
21

1
,

u u u w wp
u u u ub r b r b r r

w
w

a cα β α β α β α β
+−

′ ′− − −

=

⊗ + ⋅ ⊗∑

with b'(1 − rṽ) = b. By (24),

1
( )

1
.

p
w

w
w

b c ξ
−

−

=

= ∑ 

 



This holds for all l if and only if

1
( )

1

1 .
1

p
w

wc b
p

ξ
−

−

=

=
− ∑ 

 





(30)

(31)
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Therefore,

1 2

1 2
(1 ), (1 )

11(1 ), (1 )
( ) ,

u u

v v
x r x r
x r x r

F a− −

− −
=

1

1 2
(1 ) , 12
(1 ), (1 )

( ) ,
1

u uv u

v v
x r r r
x r x r

aF
p

+− −

− −
=

−





1 2

1
(1 ), (1 )

21(1 ) , 
( ) ,

u u

v uv u
b r b r
b r r r

F a+
′ ′− −
′ − −

=




1
1

1
, ( )
, 

1

1( ) .
1

u t t
v u u

p
b r r t
b r r

F b
p

ξ
+

+

−
− −
−

=

=
− ∑ 

 







In the other direction (remembering that a22 = b
l̃

),

1
1

0,0 , 1 0,0
11 0,0 12 0,0 21 , 1

( ) ,  ( 1) ( ) ,  ( ) ,
u

v
r

r
a F a p F a F−

−
= = − = 

1
1

1
( ) , 

,1
1

( ) .
u t t
v

p
t r r

r
t

b Fξ
+−

− −
−

=

= ∑ 

 





4.3.2 v1 = v = −v2 ≠ 0

Let (u, k) = (v, l) or (u, k) = (−v, −l). The computation is similar as above; note that l̃ = 0 in the present case.
Suppose : k k

v v u uF − −
− −→b b b b 

   is a morphism with

0 1( ) ( | ) ( | ) ( | ).p j
j jF c d a=Φ = ⊕ ⊕⊕c d a

For b ≠ 0,

(27) ( )
(1 ) (1 )

1 1
v v v

ja ja
F

b r a v a v p b p br b r b
j j jaα β α β ζ α ζ α

− −Φ
− − − −

= =⊗ ⊕ ⊕ 

1
,

up
b r x u x u

x
x

µ α β α β− −

=

⋅ ⊗∑

where the last map is the inverse of (27); from (27) we see

(1 ) (1 )

1
for all ,  

u v
jx jap

r b r b
x j

x
a jµ ζ ζ

− −− −

=

=∑

which is equivalent to

( )
1 1

1

1 .v u
j a xp
b r r

x j
j

a
p

µ ζ − −
−

− −

=

= ∑

(32)

(33)

(34)

(35)

(36)

(37)

(38)
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For the remaining case,

1 1( ) ( )
1 1

1

28

1
1

i i
v v v

ar arp pF
r a v a v r r

i i
i i

c dα β α β ζ ζ

− −

− −
− −Φ

− − − −

= =

⊗ ⊕ ⊕∑ ∑ e e

1
,

up
r x u x u

x
x
η α β α β− −

=

⋅ ⊗∑

where the last is the inverse of (28), so 

1 1

1 1
,  for all ;

i i

v u
ar xrp p

r r
x x

x x
d c iη ζ η ζ

− −

− −− −

= =

= =∑ ∑

equivalently,

1 ( )
1 1

1

( ) / , ,1
( ) / , .

i
v u

v

a x xp r ar r
x x

i r a

c d c p u v
d c

p c d c p u v

δ
η ζ

δ

−
− −

− −
− −

= −

   + − = = + =   + − = − 
∑

Therefore,

,
,

( ) / , ,
( )

( ) / , .
u
v

v

x
ar x x
xr a a
r a

c d c p u v
F

c d c p u v

δ

δ
−
−

−

 + − == 
+ − = −



( )
, 1 1
,

1

1( ) .
u v u
v

j a xp
bb r x x r r

jb r a a
j

F a
p

ζ − −
−

− − −
−

=

= ∑

In the other direction,

0,0 ,1
0,0 0,0( ) ( ) ,

urc F F −= −

0,0 ,1
0,0 0,0( ) ( 1) ( ) ,

urd F p F −= + −

1
1 ,1
1,0

0
( ) .

uu
jxp

r x xr
j

x
a Fζ −

−
−−

=

= ∑ 

4.4 Example

Let m = 2k + 1. Let c be the coloring of [m] whose values at the left- and right foot of [m] are respectively u := blv 

and v
−
−≅u b  . Let

, , ,
([ ], ) ( ) : .k

v v v vF m c R R R − −
− −= = →

u u u u u u
b b b b   

     

(39)

(40)

(41)

(42)

(43)
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Then

1( )
1

0 1( ) ( | ) ( | )) |( .vj k
m v m v p m v jr

jF ξ ξ ξ ζ
+

− − − −
=Φ = ⊕ ⊕⊕c d a  

By (39), (40),

,
,

( ) ,
v

v v
r x x m v x
r a a r a

F ξ δ
−− −

− −
= 

1( ) ( )
, 1 1 1

, ( 1 )
1

( ) .
v vv v v

v v

j a xm v p j k
bb r x x m v x r ar r r

b r a a k kr b
j

F
p

ξ ζ ζ ξ δ
− −

− + −
− − +− − −
− + −

=

= =∑




We shall compute rot( ) : v v v vF →b b b b   

  . Be careful that (11) holds with respect to the base {u*
3,i}, {u1, j}, {u4,k}, 

{u*
2,v}. Here we have used the dual (21) to replace ( )  by v v

−
−b b  , so that the correct relation is 

, ,
, ,

(rot( )) ( ) .
v

v
j a r s j
s t t r a

F F
−

−
−

−
=

Suppose v ≠ p̌ so that ṽ = 2v ≠ 0. If

2 2 1
2 2 1 2

ˆ(rot( )) ( | ) ( | ),p s
v v s s vF A b−

=′ ′Φ = ⊕ ⊕⊕b b b 

with A' = [a'ij]2×2, then

0,0 0,0
11 0,0 0,0(rot( )) ( ) ,m va F F ξ −′ = = = 

,1 0,
12 0,0 1 1/0,

( 1) (rot( )) ( 1) ( ) ( 1) ,
v v v

v
r r m v r

kr
a p F p F p ξ δ

−

−
− − −

+−
′ = − = − = − 

0,0 1,0
21 1,0 1 1/,1

(rot( )) ( ) ,
v

v
m v r

kr
a F F ξ δ−

+−
′ = = = 

1 1
( 2 ) , ( 2 ) 1,

,1 1,
1 1

(rot ) (  ( ) )
v t t v t
v t v

p p
s t r r s t r

s r r
t t

b F Fξ ξ
+ +

−

− −
− − − −

− −
= =

′ = =∑ ∑ 

( 2 ) , 1 1/ , 1  with .
( 1)0, otherwise,

s z m v v v
z

v
r k kr kr

k r k
ξ − − ± ≠ + − −=

+
=

−

 

The last line is computed as follows: If (1, −rv+t, 1, −r t−v) = (−r−vx, x, −rva, a) and x = −rva, then rv = 1 which is 
impossible; setting (1, −rv+t, 1, −rt−v) = (b − r−vx, x, b − rva, a) and x + rva = (k + 1 − krv)b, we are led to

,  1 ,  ,  (( 1) ) 1.t v t t v v t va r b r x r k r k r kr k− += − = − = − + − = − −

Now suppose v =  p̌, so that ṽ = 0 and −r−v = 1. Write

(44)

(45)

(46)
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2 1(rot( )) ( | ) ( | ) ( | ).p j
j jF c d a=′ ′ ′Φ = ⊕ ⊕⊕c d a



Noting that

0,0 0,0 1,1 0,1
0,0 0,0 0,0 0,1(rot( )) ( ) ( 1) ,  (rot( )) ( ) ( 1) ,p mF F F F δ= = − = = − 

∣  

we obtain

( 1) (1 ),  ( 1) .p m
p mc d pδδ′ ′= − − = −  ∣
∣

Since 1,1 1
0,( ) ( 1)y

y myF δ+
−= −  , we have 

1 , 1,12 2
1,0 0,

21 1

0,  ,
(rot( )) ( )

( 1) , .

jy jyp p
y y y

jj y
my y

p m
a F F

p m
ζ ζ

ζ

+ +
−

= =

′ = = = 
 −

∑ ∑


∣




Let K be the odd classical pretzel knot P(n1, n2, n3), with ni = 2ki + 1, as shown in Figure 6; let n = n1 + n2 + n3. In 
the notation of Section 3, K = ,  T c, with T = r([n1]) * r([n2]) * r([n3]). Let c denote the coloring of T which induces the 
coloring blv on K.

Figure 6. The odd classical pretzel knot P(2k1 + 1, 2k2 + 1, 2k3 + 1)

Suppose the coloring is c = blv with v ≠ p̌. We write

2 2 1
2 2 1 2

ˆ( ( ).| ) |n v p n v s
v v s s vB bξ ξ− − −

=⊕ ⊕⊕b b b   

1. If r±v ≠ 1 + 1/ki for i = 1, 2, 3, then letting

3

1

1
,

( 1)

v
w i i

v
i i i

k r k
r

k r k=

− −
=

+ −∏

we have B = I2, and ( 2 )s w
sb ξ −=  . Hence
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2
2 2

1 ( 2 )
1tr( ( , )) .s

v v

n v p s w
sT c ξ χ ξ χ− − −
=

 = + 
 

∑
b b

 





By Lemma 3.4,

112
1( , ) (1 ( ) .)1 wrn v w n v

v p wK p p p
δ

ξ ξ δ ξ
+

− − −
−= + − =b   

∣

2. If rv = 1 + 1/ki for some i and r−v ≠ 1 + 1/kj for all j, then 
1 0
0 0

B  
=  
 

, and bs = 0 for all s. Hence 2
2

tr( ( , ))
v

n vT c ξ χ−=
b 





  = 

2
2

tr( ( , ))
v

n vT c ξ χ−=
b 





 , so that ( , ) n v
vK pξ −=b  .

3. If r−v = 1 + 1/ki for some i and rv ≠ 1 + 1/kj for all j, then similarly, ( , ) n v
vK pξ −=b  .

4. If rv = 1 + 1/ki for some i and r−v = 1 + 1/kj for some j, then tr(B) = p2, and bs = 0. Hence 2( , ) n v
vK p ξ −=b  .

The Alexander polynomial of K is (see [27] Example 4.3)

1
1 2 3 1 2 1 3 2 3( ) 1 (1 )( 2).K t k k k k k k k k k t t−∆ = + + + + + + + + −

In case 1, rw = 1 is equivalent to ∆K(rv) = 0 ∈ Zp. When 1 + 1/ki ∈ {r±v} for some i, ∆K(rv) ≠ 0 in case 2 and 3, and 
∆K(rv) = 0 in case 4.

Consider the remaining case v = p̌.
• If 1 2 3p n n n , then

1 2 1 3 2 3
1 2 32

2 1(( 1) | ) (( 1) | ) (( 1) ).|
n n n n n n

j
n n np j

j ζ
+ +

−

=− ⊕ − ⊕⊕ −c d a  



Using n1n2 + n1n3 + n2n3 = −∆K(−1), we obtain

1 2 3
2

( 1)
2

1tr( ( , )) ( 1) ,
K

j

j
n n np

jT c χ χ ζ χ
∆ −

=

 
 
 
 

= − + +∑c d a







which results in

( 1)1
( 1)( , ) ( 1) 1 ( 1) () .( 1) p K

KppK p p p δδ ∆ −+
∆ −= − + − = −b   ∣

∣

• If v = p̌ and ι := {i : p | ni} > 0, then

2 1(0 | ) (( 1) | ) (0 | ),p j
jpι =⊕ − ⊕⊕c d a



Hence 
2

tr( ( , )) ( 1)T c pι χ= − d






 , implying F(K, blp̌) = (−1)lpι. Note that ( 1)1  if {1,  2}
Kpι δ ι∆ −= + ∈∣ , and ι = 2 + 

( 1)Kpδ ∆ −∣  if ι = 3. 
Put

1 2 31,  , , ,1, ( ) 0 ,( )   
0, otherwise.0, otherwise;

v
K p p n n nrv

 ∆ = ∈ ′= = 
 


∣

 

(47)

(48)



Contemporary Mathematics 306 | Haimiao Chen

All the above cases can be uniformed as

1 ( )( , ) .n v v
vK pξ ′− + +=b   

Since ( , )
v

v y yχ β β ξ=
b

 , by Theorem 2.2 we have 

1
( )

1

1( )( , ) ( , ) .
( 1)

p
v y y v y

v nvZ K F K p
p p

β β ξ δ
−

′+

=

= =
− ∑ b 



 

This is the number of homomorphisms π(K ) → Γ which take βv, β y respectively at the meridian and the longitude.
Remark 4.1 Taking conjugacy, one can easily obtain Z(K )(αaβv, αbβ y).
In contrast, Z(K)(αa, αb) is not interesting, since any homomorphism π(K ) → Γ whose value at the meridian lies in 

<α> must factor as π(K ) → <α> → Γ.
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