An Application of the Melnikov Method to a Piecewise Oscillator
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Abstract: In this paper we present a new application of the Melnikov method to a class of periodically perturbed Duffing equations where the nonlinearity is non-smooth as otherwise required in the classical applications. Extensions of the Melnikov method to these situations is a topic with growing interests from the researchers in the past decade. Our model, motivated by the study of mechanical vibrations for systems with “stops”, considers a case of a nonlinear equation with piecewise linear components. This allows us to provide a precise analytical representation of the homoclinic orbit for the associated autonomous planar system and thus obtain simply computable conditions for the zeros of the associated Melnikov function.
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1. Introduction

The aim of this paper is to provide a new application of the Melnikov method to a class of periodically perturbed Duffing equations which are characterized by the presence of a piecewise smooth vector field.

The Melnikov method [1], following the pioneering work of Poincaré, considers a \( \varepsilon \)-T-periodic perturbation \( \varepsilon Y(t, z) \) of an autonomous planar system \( \dot{z} = X_0(z) \), possessing a homoclinic trajectory \( \gamma_0(t) \) at the origin, which is assumed to be a hyperbolic saddle point. Under very natural assumptions, it is proved that, for \( \varepsilon \neq 0 \) sufficiently small, the Poincaré map \( \Phi_{\varepsilon t_0} \) at the time \( t_0 \), associated with the system

\[
\dot{z} = X_0(z) + \varepsilon Y(t, z),
\]

has a (unique) hyperbolic saddle point \( P^0_\varepsilon \) near the origin (corresponding to a unique hyperbolic periodic orbit \( \gamma_\varepsilon \sim 0 \)) with its local stable \( W^s(P^0_\varepsilon) \) and unstable \( W^u(P^0_\varepsilon) \) manifolds close to those of the unperturbed system. As explained in [2, Section 4.5], in order to study the separation of the two manifolds, an auxiliary integral function \( M(\cdot) \) is introduced, depending on \( \gamma_\varepsilon(t) \) and the perturbed term, in the form of
\[ M(\alpha) := \int_{-\infty}^{\infty} X_\alpha(\gamma_\alpha(t-\alpha)) \wedge Y(t, \gamma_\alpha(t-\alpha)) \, dt. \]

It holds that the existence of a simple zero \( a_0 \) for the Melnikov function \( M(\alpha) \) implies the transversal intersections of \( W^s(P_{\alpha 0}) \) and \( W^u(P_{\alpha 0}) \) for \( \epsilon \neq 0 \) and sufficiently small. As a consequence, the Smale-Birkhoff homoclinic theorem [3, 4] (see also [2, Theorem 5.3.5], [5, Theorem 3.7]), implies that some iterate of the Poincaré map \( \Phi^s \) has a hyperbolic invariant set, namely a Smale horseshoe, where it is conjugate to the Bernoulli shift automorphism on two (or more) symbols.

The Melnikov method is a powerful tool to prove rigorously the presence of complex dynamics in periodically perturbed systems. There are, however, some difficulties in its applications to planar (or higher-dimensional) dynamical systems arising from actual models. The first problem may arise when an explicit form of the homoclinic orbit \( \gamma_0(t) \) is unknown. For some equations, this difficulty can be overcome by exploiting some symmetries on \( \gamma_0(t) \) and the perturbed terms as in [6], or through a deeper analysis on the function \( M(\alpha) \) as in [7]. The second possible problem comes from the hypotheses of regularity on the vector fields which are required for the applicability of the theorems. In [1], the maps are assumed to be analytic, while in [8] the class \( C^\infty \) is required. Apparently, the minimal regularity hypotheses are those in the treatment of the topic by Guckenheimer and Holmes [2], where the vector fields are assumed to be “sufficiently smooth” of class \( C^r \) with \( r \geq 2 \). However, even assuming the minimal regularity conditions, there are several interesting models (for instance, coming from mechanical systems [9]) where the “classical theory” cannot be applied for lack of regularity.

In last decades, a great deal of interest has been devoted to the extension of some classical methods of dynamical systems, like KAM theory, to nonsmooth differential systems (see [10, 11]). Shaw and Holmes in [12] and Ortega in [11] exhibit specific mechanical models which are modelled by piecewise smooth restoring forces. Concerning the Melnikov method, in the recent years several interesting extensions have been achieved by different authors. The articles [13-26] and the references therein (just to mention a few main recent contributions in this area of research), show the great deal of interest in this topic both from the theoretical and the applied point of view. Most of the achieved results are general enough to cover the case of piecewise smooth differential systems which present a manifold of discontinuity. The application we consider in the present article deals with a simpler situation, namely the case of a Lipschitz continuous planar vector field which is smooth (indeed of class \( C^\infty \)) except for a single vertical line which intersects transversally the homoclinic orbit. More in detail, we reconsider, in the light of the Melnikov method, a model previously studied by Pokrovskii, Rasskazov and Visetti in [27] dealing with the periodically perturbed Duffing-type equation

\[
\ddot{x} + \varepsilon \dot{x} = \varepsilon p(\omega t) + s(x),
\]

where \( s(x) \) is a truncated signum function, that is it coincides with \( x/|x| \) for \( |x| \geq d > 0 \) and is linear for \( |x| \leq d \). As shown in [9, 11] and also recalled in [27], equations of this form arise in the engineering literature as models of oscillators with stops. Also Holmes and Moon [28, 29] showed how to produce a large variety of Duffing-type equations with different restoring forces, by combining mechanical and magnetic effects in buckled magnetoelastic oscillators. For our application we will employ a theorem by Li, Gong, Zhang and Hao in [33] which is well suited to our model.

In [27], the case \( \omega = 0, \varepsilon = 1 \), and \( p(t) = \sin(t) \) was consider for the special value of \( \omega = \sqrt{2} \). The result in [27] is topological and global in nature and does not require the smallness of the forcing term \( p(t) \). The “chaotic dynamics” obtained in [27] is that of a topological horseshoe [30] (or also [31-33]), which provides a semi-conjugation with the Bernoulli shift (actually, a weaker form of semi-conjugation is obtained in [27, Definition 2.1]). On the other hand, using the Melnikov approach, we are able to deal with a wide range of frequencies \( \omega \) (see Lemma 3.1 and Figure 1) and to prove the existence of a stronger form of chaotic dynamics, that is the conjugation with the Bernoulli shift due to the presence of a Smale horseshoe.
Figure 1. Approximate graph associated with the function $N(\omega)$ for $\omega \in [0.1, 8]$. Using Maple software, we find that the first zero $\omega_1$ of $N(\omega)$ should belong to the interval $[2.367, 2.368]$ and the second zero, $\omega_2$ of $N(\omega)$ should belong to the interval $[5.122, 5.123]$.

The plan of the paper is the following. In Section 2, following [2], we recall, for the reader’s convenience, some basic facts on Melnikov method for the periodically perturbed scalar Duffing equation

$$\ddot{x} + c\dot{x} + g(t, x) = 0,$$

considered, in the phase-plane, as a perturbation of the autonomous system

$$\dot{x} = y, \quad \dot{y} = -g(x) = 0.$$

For this system we will assume the existence of a hyperbolic saddle point at the origin with a homoclinic trajectory. In Section 3 we apply the Melnikov theory, in the variant for non-smooth systems described in [22, 23, 25], to equation (1). Finally, Section 4 provides some numerical examples illustrating the chaotic nature of the solutions whose existence has been proved analytically in Section 3.

2. A brief introduction to the Duffing equation

One of the simplest but more widely studied examples of a planar conservative systems is given by the two-dimensional system

$$\begin{cases} \dot{x} = y \\ \dot{y} = -g(x) \end{cases} \quad (2)$$

which corresponds to the scalar equation

$$\ddot{x} + g(x) = 0 \quad (3)$$

in the phase-plane.

Throughout the section we will suppose that $g : J \to \mathbb{R}$ is a locally Lipschitz continuous function defined on an open interval $J \subseteq \mathbb{R}$ where $g$ vanishes at least in a point. Without loss of generality (using, if necessary, a simple change of variables) we can suppose that $0 \in J$ and $g(0) = 0$, so that the origin is an equilibrium point of (2). In general, a point $P = (x_0, y_0)$ is an equilibrium point for (2) if and only if $y_0 = 0$ and $g(x_0) = 0$.

System (2) is a planar Hamiltonian system with associated Hamiltonian (energy function)
\[
H(x, y) = \frac{1}{2} y^2 + G(x), \quad G(x) = \int_0^x g(s) ds.
\]

As a consequence, the orbits of (2) are contained in the level sets of \(H\). In fact, if \((x(t), y(t))\) is any solution of (2) then \((x(t), y(t)) \in \Gamma^c\) for all \(t\), where

\[
\Gamma^c := \{(x, y) \in \mathbb{R}^2 : H(x, y) = c\}, \quad \text{for } c = H(x(0), y(0)).
\]

Equation (3) is the autonomous Duffing equation, named after Georg Duffing (1861-1944). A large literature, still growing up, has been devoted to the investigation of the perturbations of (3) by periodic forcing terms, as well as by damping terms, leading to

\[
\ddot{x} + g(t, x) = 0 \quad \text{(4)}
\]

and to

\[
\ddot{x} + cx + g(t, x) = 0, \quad \text{(5)}
\]

respectively. Usually, in (4) and (5) the nonlinear restoring force \(g : \mathbb{R} \times J \rightarrow \mathbb{R}\) is a continuous function, locally Lipschitzian in the \(x\)-variable and periodic in the \(t\)-variable of a fixed period \(T > 0\). The domain \(J\) for the \(x\)-variable in an open interval of the real line. The most common case is given by \(J = \mathbb{R}\), however research has been devoted also to the case when \(J \neq \mathbb{R}\), in order to describe some physical models where the points at the boundary of \(J\) represent possible singularities of the vector field.

Classical results on the Duffing equation can be found in the books of J. K. Hale \cite{34} and Guckenheimer and Holmes \cite{2}. In \cite{35} the study of harmonic and subharmonic solutions for (4) was performed in the case \(J = \mathbb{R}\), while in \cite{36, 37} the cases \(J = [0, +\infty]\) and \(J = [a, b]\) were considered as well.

Concerning the presence of chaotic-like solutions in \cite[Section 4.5]{2} the Melnikov method is applied to the perturbed equation

\[
\ddot{x} + \varepsilon c\dot{x} + g(x) = \varepsilon p(\omega t), \quad \text{(6)}
\]

where \(c, \varepsilon, \omega > 0\) and \(p(\cdot)\) is a non-constant periodic forcing term. According to \cite{2}, the functions \(g(x)\) and \(p(t)\) should be sufficiently smooth (of class \(C^r\) with \(r \geq 2\)).

The main assumption in \cite{2} is the presence of a homoclinic solution \(\gamma_{0}(t) = (q_0(t), v_0(t))\) at the origin for the autonomous system (2). Associated with \(\gamma(t)\), the Melnikov function

\[
M(\alpha) := \int_{-\infty}^{+\infty} \left( v_0(t) p(\omega(t + \alpha)) - c v_0(t)^2 \right) dt
\]

is introduced. Melnikov’s theory (cf. \cite[Theorem 4.5.3]{2}) guarantees that, if \(M(\alpha)\) has a simple zero for some \(\alpha = \alpha_0\), then, for \(\varepsilon > 0\) sufficiently small, there exists a hyperbolic equilibrium point \(P_0^\varepsilon\) near the origin for system

\[
\begin{cases}
\dot{x} = y \\
\dot{y} = -g(x) - \varepsilon p(\omega t) - \varepsilon cy
\end{cases} \quad \text{(7)}
\]

such that its stable and unstable manifolds \(W^s(P_0^\varepsilon)\) and \(W^u(P_0^\varepsilon)\) intersect transversely. This property, in turn, via the Smale-Birkhoff theorem, implies that some \(N\)-th iterate of the Poincaré map \(\Phi\), associated with system (7), has a Smale horseshoe and therefore it has an invariant set where it is conjugate to the Bernoulli shift on a set of symbols. As a
consequence, $\Phi^N_\varepsilon$ presents chaotic dynamics in the sense of Devaney. Further relevant results in this directions can be found in [38] for the equation

$$\ddot{x} + \lambda \dot{a}(t)g(x) = 0$$

and in [7] for

$$\ddot{x} + g(x) = \varepsilon p(t).$$

The Melnikov method, although very powerful and relevant from the point of view of the applications is typically applied in situations where the unperturbed Duffing system (2) possesses homoclinic or heteroclinic solutions. Moreover, the analysis of the Melnikov function $M(\alpha)$ or its variants can be extremely difficult when an explicit analytic form of the homoclinic solution $\gamma(t)$ is unknown. Finally, the result allows to make conclusions for small perturbations, namely for $\varepsilon > 0$ sufficiently small.

A classical application of the Melnikov method to the periodically perturbed Duffing equation (6) deals with the case

$$g(x) = -x + x^3.$$  \hfill (8)

This example is motivated by a concrete mechanical vibrational model studied in the pioneering work [39] and exposed also in [2]. In this situation, for the associated autonomous system (3), the origin is a saddle point and the energy level line $H(x, y) = 0$, that is

$$\frac{1}{2} y^2 - \frac{1}{2} x^2 + \frac{1}{4} x^4 = 0$$

is composed by two homoclinic orbits

$$\Gamma^0_+ = \{ (x, y) : x > 0, H(x, y) = 0 \}, \quad \Gamma^0_- = \{ (x, y) : x < 0, H(x, y) = 0 \}$$

and the origin. Each of the orbits $\Gamma^0_i$ is the locus of a homoclinic solution $\gamma^0_i(t) = (q^0_i(t), v^0_i(t))$, for which an explicit analytical expression is known, namely:

$$q^0_+(t) = \sqrt{2}\text{sech} t, \quad v^0_+(t) = -\sqrt{2}(\text{sech} t)(\tanh t)$$

and $\gamma^0_-(t) = -\gamma^0_+(t)$.

Then, in case of (7) with $g(x)$ as in (8), we can compute the Melnikov function for $\gamma^0_+(t)$ as follows (with $v_0 = v^0_+$).

$$M(\alpha) = \int_{-\infty}^{\infty} \left( v_0(t)p(\omega(t + \alpha)) - cv_0(t)^2 \right) dt$$

$$= -\sqrt{2} \int_{-\infty}^{\infty} (\text{sech} t)(\tanh t)p(\omega(t + \alpha)) dt - 2\varepsilon \int_{-\infty}^{\infty} (\text{sech}^2 t)(\tanh^2 t) dt.$$  

Using the fact that $\int_{-\infty}^{\infty} (\text{sech}^2 t)(\tanh^2 t) dt = \frac{2}{3}$, we obtain the explicit formula.
This latter expression can be evaluated whenever a specific analytical expression of \( p(t) \) is known. For instance, following [2], for
\[
p(t) := E \cos(\omega t),
\]
the following form of \( M(\alpha) \) is obtained.
\[
M(\alpha) = -\frac{4}{3} c - \sqrt{2} E \int_{-\infty}^{+\infty} \text{sech}(t) \tanh(t) \cos(\omega(t + \alpha)) dt
\]
\[
= -\frac{4}{3} c - \sqrt{2} E \cos(\omega \alpha) \int_{-\infty}^{+\infty} \text{sech}(t) \tanh(t) \cos(\omega t) dt
\]
\[
+ \sqrt{2} E \sin(\omega \alpha) \int_{-\infty}^{+\infty} \text{sech}(t) \tanh(t) \sin(\omega t) dt.
\]
Since the function \( t \mapsto \text{sech}(t) \tanh(t) \) is odd (see Figure 2), the first of the above integrals in \( M(\alpha) \) vanishes.

Figure 2. Graph associated with the function \( t \mapsto \text{sech}(t) \tanh(t) \)

Concerning the second integral, we observe that the function \( t \mapsto \text{sech}(t) \tanh(t) \sin(\omega t) \) is even, so that
\[
\int_{-\infty}^{+\infty} \text{sech}(t) \tanh(t) \sin(\omega t) dt = 2 \int_{0}^{+\infty} \text{sech}(t) \tanh(t) \sin(\omega t) dt := K(\omega).
\]
The analytical expression of \( K(\omega) \) can be found using the method of the residues (cf. [2]) and is given by
\[
K(\omega) = \pi \alpha \text{sech} \left( \frac{\pi \alpha}{2} \right).
\]
In conclusion, for (7) with \( g(x) \) as in (8) and in the special case of \( p(t) = E \cos(t) \), we obtain

\[
M(\alpha) = \sqrt{2EK(\omega)} \sin(\omega\alpha) - \frac{4}{3}c.
\]

This function has simple zeros in the variable \( \alpha \) (for \( c \) not too large) and therefore the Melnikov method guarantees the presence of chaotic dynamics for a \( N \)-th iterate of the Poincaré map associated with system (7) for \( \epsilon > 0 \) sufficiently small, provided that \( E > \frac{4c}{3\sqrt{2K(\omega)}} \).

As one can see from this example taken from [2], the Melnikov method in principle can be applied to a wide class of equations; on the other hand, it may be very difficult to prove the result about the existence of simple zeros for the function \( M(\alpha) \) without knowing the specific analytical expression of the homoclinic solution. In [7], Battelli and Palmer found a general result for the Duffing equation

\[
\ddot{x} + a^2 g(x) = p(t),
\]

where \( p(t) \) is a \( T \)-periodic and both \( g(x) \) and \( p(t) \) are sufficiently smooth (at least of class \( C^{r+1} \) for \( r \geq 5 \)). Assuming the existence of homoclinic or heteroclinic points \( z^\pm \) with

\[
g(z^+) = 0, \quad g'(z^+) < 0
\]

for the autonomous equation

\[
\ddot{x} + g(x) = 0,
\]

the Authors in [7] proved the existence of transversal intersection (as in Melnikov theorem) for the Poincaré map associated with (9), provided that \( a > 0 \) is sufficiently large and one of the following conditions holds:

- \( z^+ \neq z^- \) and there exists \( t_0 \) such that \( p(t_0) = 0 \neq p'(t_0) \); The case of heteroclinic points;
- \( z^+ = z^- \) and there exists \( t_0 \) such that \( p'(t_0) = 0 \neq p''(t_0) \); The case of homoclinic points.

The advantage of this result with respect to the classical Melnikov formulation (as presented in [2]) depends on the fact that an explicit analytic expression for the homoclinic/heteroclinic solutions is not needed. There are still, however, some assumptions on the forcing term which require simple zeros or simple zeros for the derivative.

Figure 3. Graph associated with the function \( s(x) \)
3. An application of the Melnikov method

In this section, we show a new application of the Melnikov method, described in the preceding section, to a second-order Duffing equation previously considered in [27]. More precisely, in [27] the Authors consider the piecewise linear oscillator

\[ \ddot{x} + x = \sin(\sqrt{2}t) + s(x), \]

where

\[ s(x) := \begin{cases} 
-1, & \text{for } x \leq -\frac{1}{5} \\
5x, & \text{for } -\frac{1}{5} \leq x \leq +\frac{1}{5} \\
1, & \text{for } x \geq \frac{1}{5} 
\end{cases} \]

(see Figure 3).

The proofs in [27] apply a method based on topological degree theory, for which some geometric conditions must be satisfied. In order to check these geometric assumptions, computer assisted proof is used to verify the inequalities required in the application of the topological techniques. Here we propose a different approach based on recent variants of the Melnikov method to non-smooth (possibly discontinuous) systems which have been developed in [13, 14]. In particular, we find that the results in [22, 23] fits well with our situation, where the manifold separating the regions of smoothness is just a vertical line which is transversal to the homoclinic orbit (see Figure 4). A similar geometric configuration (for a different nonlinearity) has been also discussed in [25].

![Figure 4](image)

**Figure 4.** Graphs associated with the lines \( y = \pm 2x \) and with the circumference \( C \). All these lines/circles intersect transversally the line \( x = \frac{1}{5} \) where the vector field is not smooth. In the picture, for typographical reasons, the aspect-ratio has been modified, using a different scale for the \( x \) and the \( y \) axes, as in Figure 7.

We study a periodic perturbation of the autonomous Duffing equation

\[ \ddot{x} + \psi(x) = 0, \] (10)
where

\[ \psi(x) := x - s(x), \]

for \( s(x) \) the piecewise linear function defined as above, so that

\[
\psi(x) := \begin{cases} 
  x + 1, & \text{for } x \leq -\frac{1}{5} \\
  -4x, & \text{for } -\frac{1}{5} \leq x \leq +\frac{1}{5} \\
  x - 1, & \text{for } x \geq \frac{1}{5}
\end{cases}
\]

(see Figure 5).

We will also discuss the perturbations due to the introduction of a small damping term (see equation (11) below).

By definition, the function \( \psi \) has exactly three zeros, namely, \(-1, 0, 1\).

Passing to the phase-plane, equation (10) writes as the autonomous Hamiltonian system

\[
\begin{align*}
  \dot{x} &= y \\
  \dot{y} &= -\psi(x)
\end{align*}
\]

(12)

with Hamiltonian (energy function)

\[
H(x, y) = \frac{1}{2} y^2 + \Psi(x), \quad \Psi(x) = \int_0^x \psi(s)ds.
\]

An explicit computation shows that
The phase-portrait associated with system (12) shows that there are three equilibrium points $-P = (-1, 0)$, $0 = (0, 0)$ and $P = (1, 0)$. The points $-P$ and $P$ are two centers surrounded by two orbits $O^-$ and $O^+$ (respectively) which are homoclinic trajectories to the origin, which is a saddle point.

In the sequel, we focus our attention on the homoclinic orbit contained in the right-half plane, which is described as the zero-level line of $\Psi$ with $x > 0$, namely

\[
\Psi(x) := \begin{cases} 
\frac{1}{2}x^2 + x + \frac{1}{10}, & \text{for } x \leq -\frac{1}{5} \\
-2x^2, & \text{for } -\frac{1}{5} \leq x \leq \frac{1}{5} \\
\frac{1}{2}x^2 - x + \frac{1}{10}, & \text{for } x \geq \frac{1}{5}
\end{cases}
\]

(see Figure 6).

Figure 6. Graph associated with the function $\Psi(x)$

Figure 7. Graphs associated with the functions $y = \pm \sqrt{-2\Psi(x)}$ which define the homoclinic orbit $O^+$. In the picture, for typographical reasons, the aspect-ratio has been modified, using a different scale for the $x$ and the $y$ axes. Actually the part of the homoclinic with $x \geq 1/5$ is a circumference with center at $(1, 0)$

In the sequel, we focus our attention on the homoclinic orbit contained in the right-half plane, which is described as the zero-level line of $\Psi$ with $x > 0$, namely
\[ O^+ = \{(x,y) : x > 0, H(x,y) = 0\}. \]

The line \( O^+ \) intersects the positive \( x \)-axis at the point

\[ Q = \left(1 + \frac{2}{\sqrt{5}}, 0\right) \tag{13} \]

and can be expressed as the union of the graphs of the functions

\[ y = \sqrt{-2\Psi(x)}, \quad y = -\sqrt{-2\Psi(x)} \]

(see Figure 7).

By symmetry, we restrict for a moment our analysis to the upper graph, that is the part of the homoclinic orbit contained in the first quadrant. A direct computation shows that the homoclinic is described by

\[ y = 2x, \text{ for } 0 < x \leq \frac{1}{5} \tag{14} \]

and

\[ y = \sqrt{2x - x^2 - \frac{1}{5}}, \text{ for } \frac{1}{5} \leq x \leq 1 + \frac{2}{\sqrt{5}}. \tag{15} \]

Similarly, for \( y \leq 0 \) we have

\[ y = -2x, \text{ for } 0 < x \leq \frac{1}{5} \tag{16} \]

and

\[ y = -\sqrt{2x - x^2 - \frac{1}{5}}, \text{ for } \frac{1}{5} \leq x \leq 1 + \frac{2}{\sqrt{5}}. \tag{17} \]

In this manner, we see that the homoclinic orbit \( O^+ \) can be described as follows:

- The local unstable manifold of the origin, contained in the half-line \( y = 2x \), for \( x > 0 \);
- The circumference \( C \) of equation

\[ 5x^2 + 5y^2 - 10x + 1 = 5((x-1)^2 + y^2) - 4 = 0 \]

with center at \((1, 0)\) and radius \( 2/\sqrt{5} \);
- The local stable manifold of the origin, contained in the half-line \( y = -2x \).

Observe that the lines \( y = \pm 2x \) and the circumference \( C \) intersect transversally the vertical line \( x = \frac{1}{5} \), which is the manifold where the planar vector field \((y, -\varphi(x))\) is not smooth (see Figure 4). In this manner we can enter in the setting of the Melnikov theory for non-smooth systems developed in [13, 22, 23].

As a next step, we define analytically the Melnikov function. To this end, we need to find an explicit parametric
expression of the homoclinic orbit $O^+$ by means of a solution of the autonomous Duffing equation (12). This task is solved by considering separately the differential equations

$$\ddot{x} - 4x = 0, \ 0 < x(t) \leq \frac{1}{5} \quad (18)$$

and

$$\ddot{x} + x - 1 = 0, \ \frac{1}{5} \leq x(t) \leq 1 + \frac{2}{\sqrt{5}} \quad (19)$$

The first equation corresponds to the system

$$\begin{cases}
\dot{x} = y \\
y = 4x
\end{cases} \quad \text{in the strip } \left[0, \frac{1}{5}\right] \times \mathbb{R}, \quad (20)$$

while, for the second one, we have

$$\begin{cases}
\dot{x} = y \\
y = 1 - x
\end{cases} \quad \text{in the strip } \left[\frac{1}{5}1 + \frac{2}{\sqrt{5}}\right] \times \mathbb{R}, \quad (21)$$

as equivalent system.

In order to find the homoclinic solution, we have to find the solution of system (21) passing through the point $Q$ defined in (13) and to glue it with the solutions corresponding to the local unstable and stable manifolds of the origin, which are obtained, solving (20).

The local unstable manifold at the origin. We solve the system (20), looking for solutions $(x(t), y(t))$ with $x(t) > 0$, $y(t) > 0$, which tend to the origin as $t \to -\infty$. The corresponding solutions have the form

$$\begin{cases}
x(t) = L \exp(2(t-t_1)) \\
y(t) = 2L \exp(2(t-t_1))
\end{cases} \quad L > 0, t_1 \in \mathbb{R}. \quad (22)$$

Parameterizing the arc of circumference. We solve the system (21) looking for solutions $(x(t), y(t))$ with $x(t) > 0$ and such that the trajectory passes through the point $Q$. The corresponding solutions have the form

$$\begin{cases}
x(t) = 1 + r \sin(t-t_2) \\
y(t) = r \cos(t-t_2)
\end{cases} \quad r > 0, t_2 \in \mathbb{R}. \quad (23)$$

Taking

$$r := \frac{2}{\sqrt{5}},$$

we have that the trajectory passes through the point $Q$ at the time

$$\hat{t} := \frac{\pi}{2} + t_2 \approx 2.677945045.$$
The local stable manifold at the origin. We solve the system (20), looking for solutions \((x(t), y(t))\) with \(x(t) > 0, y(t) < 0\), which tend to the origin as \(t \to +\infty\). The corresponding solutions have the form

\[
\begin{aligned}
x(t) &= L \exp(-2(t-t_1)) \\
y(t) &= -2L \exp(-2(t-t_3))
\end{aligned}
\]  

where \(L > 0, t_1, t_3 \in \mathbb{R}\). (24)

We can take the same coefficient \(L > 0\) in both (22) and (24), modifying (if necessary) \(t_1, t_3\).

Now we are in position to fix the missing parameters \(L > 0\) and \(t_1 < t_2 < t_3\) in order to obtain the parametrization of the homoclinic solution.

We initiate conventionally assuming that at the time \(t = 0\) the solution starts at the point

\[
P_0 := \left(1, \frac{2}{5}\right),
\]

which is the point of tangency of the local unstable manifold \(y = 2x\) with the circumference \(C\). In this case, from equation (22), we obtain \(t_1 = 0\) and

\[
L = \frac{1}{5}.
\]

Next, from equation (23) and having \(r > 0\) already fixed as above, we determine the precise value of the time \(t_2\) so that at the initial time \(t = 0\), the solution of (23) starts at the point \(P_0\). In this manner we obtain the system

\[
\begin{aligned}
1 + \frac{2}{\sqrt{5}} \sin(0 - t_2) &= \frac{1}{5} \\
\frac{2}{\sqrt{5}} \cos(0 - t_2) &= \frac{2}{5}
\end{aligned}
\]

and hence

\[
t_2 := \arcsin(2/\sqrt{5}).
\]

As already observed the solution achieves its maximum in the \(x\)-component at the time

\[
i = \frac{\pi}{2} + \arcsin(2/\sqrt{5}).
\]

Thus the analytic expression of the homoclinic solution \((x(t), y(t))\) is

\[
x(t) := \begin{cases}
\frac{1}{5}\exp(2t), & \text{for } t \leq 0 \\
1 + \frac{2}{\sqrt{5}}\sin(t - \arcsin(2/\sqrt{5})), & \text{for } 0 \leq t \leq i
\end{cases}
\]

and
\[ y(t) = \begin{cases} \frac{2}{5} \exp(2t), & \text{for } t \leq 0 \\ \frac{2}{\sqrt{5}} \cos(t - \arcsin(2/\sqrt{5})), & \text{for } 0 \leq t \leq \hat{t} \\ \frac{1}{5} \exp(-2(t - \hat{t})), & \text{for } t \geq 2\hat{t} \end{cases} \]

We do not need to study further the equations in order to glue the solutions of (23) with (24), because, by the symmetry of the system, we know that the homoclinic solution has symmetry with respect to \( \hat{t} \), with \( q_0(t) \) even and \( v_0(t) \) odd with respect to the origin of the time-axis shifted at \( \hat{t} \). Hence, the homoclinic solution, defined on the whole real line takes the form

\[ x(t) = \begin{cases} \frac{1}{5} \exp(2t), & \text{for } t \leq 0 \\ 1 + \frac{2}{\sqrt{5}} \sin(t - \arcsin(2/\sqrt{5})), & \text{for } 0 \leq t \leq 2\hat{t} \\ \frac{1}{5} \exp(-2(t - 2\hat{t})), & \text{for } t \geq 2\hat{t} \end{cases} \] (25)

and

\[ y(t) = x'(t) = \begin{cases} \frac{2}{5} \exp(2t), & \text{for } t \leq 0 \\ \frac{2}{\sqrt{5}} \cos(t - \arcsin(2/\sqrt{5})), & \text{for } 0 \leq t \leq 2\hat{t} \\ -\frac{2}{5} \exp(-2(t - 2\hat{t})), & \text{for } t \geq 2\hat{t} \end{cases} \] (26)

**Introduction of the Melnikov function.** From equations (25) and (26), we have obtained the precise analytical expression of the homoclinic solution \( \gamma_0(t) = (q_0(t), v_0(t)) \), that we write as

\[ q_0(t) = \begin{cases} \frac{1}{5} \exp(2(t + \hat{t})), & \text{for } t \leq -\hat{t} \\ 1 + \frac{2}{\sqrt{5}} \cos(t), & \text{for } -\hat{t} \leq t \leq \hat{t} \\ \frac{1}{5} \exp(-2(t - \hat{t})), & \text{for } t \geq \hat{t} \end{cases} \] (27)

and

\[ v_0(t) = q_0'(t) = \begin{cases} \frac{2}{5} \exp(2(t + \hat{t})), & \text{for } t \leq -\hat{t} \\ -\frac{2}{\sqrt{5}} \sin(t), & \text{for } -\hat{t} \leq t \leq \hat{t} \\ -\frac{2}{5} \exp(-2(t - \hat{t})), & \text{for } t \geq \hat{t} \end{cases} \] (28)

in order to make evident the symmetry with respect to \( t = 0 \) (see Figure 8).
We consider now the Melnikov function associated with equation

$$\ddot{x} + \varepsilon cx + \psi(x) = \varepsilon p(\omega t),$$

which is defined as

$$M(\alpha) := \int_{-\infty}^{+\infty} \left( v_0(t) p(\omega(t + \alpha)) - c v_0(t)^2 \right) dt$$

$$= \int_{-\infty}^{+\infty} v_0(t) p(\omega(t + \alpha)) dt - c \int_{-\infty}^{+\infty} v_0(t)^2 dt. \quad (30)$$

We notice that the two integrals in $M(\alpha)$ are computable. Indeed, the function $v_0(t)$ has an explicit expression in (28) with exponential decay at $\pm \infty$ and therefore the integrals are convergent (for any periodic function $p(t)$). Moreover, the integrals can be easily computed, as we show with a concrete case, below.

To start with a simpler situation, we consider the case

$$p(t) = \sin(t).$$

Putting

$$p(\omega(t + \alpha)) = \sin(\omega t) \cos(\omega \alpha) + \cos(\omega t) \sin(\omega \alpha)$$

in (30) and using the fact that $v_0$ is odd, we have that $\int_{-\infty}^{\infty} v_0(t) \cos(\omega t) dt = 0$ and hence

$$M(\alpha) = \cos(\omega \alpha) \int_{-\infty}^{\infty} v_0(t) \sin(\omega t) dt - c \int_{-\infty}^{\infty} v_0(t)^2 dt.$$  

Next, using the fact that $v_0(t) \sin(\omega t)$ and $v_0(t)^2$ are even functions, we obtain

$$M(\alpha) = 2 \cos(\omega \alpha) \int_{-\infty}^{0} v_0(t) \sin(\omega t) dt - 2c \int_{-\infty}^{0} v_0(t)^2 dt.$$  

Hence, for any $\omega > 0$ such that the auxiliary function

$Figure 8.$ Graph associated with the function $v(t)$ and $q(t)$.
does not vanish, we can find a suitable $c$ (sufficiently small) such that $M(\alpha)$ has simple zeros located near the simple zeros of $\cos(\omega \alpha)$ and hence the Melnikov method applies.

In [27], the Authors prove the presence of chaotic dynamics for the case $\omega := \sqrt{2}$. With our method, computing $N(\sqrt{2}) \cong -4.508948445$ , we obtain chaos according to Melnikov theorem [23, Theorem 1] for (29), provided that $|c|$ and $\varepsilon > 0$ are sufficiently small. Moreover, from the numerical study of the function $N(\omega)$, we can extend the result to all the values of $\omega$ such that $N(\omega) \neq 0$. A simple analysis of this function shows that the following result holds.

**Lemma 3.1** There exists $\omega^* \cong 2.367$ such that $N(\omega) < 0$ for each $0 < \omega < \omega^*$.

**Proof.** We observe that, for $N(\omega)$ defined as

$$N(\omega) = \int_{-\infty}^{\infty} v_0(t) \sin(\omega t) \, dt,$$

we have $N(\omega) \to 0$ for $\omega \to 0^+$ and

$$N'(\omega) = \int_{-\infty}^{\infty} v_0(t) \cos(\omega t) \, dt$$

with

$$\lim_{\omega \to 0^+} N'(\omega) = \int_{0}^{\infty} tv_0(t) \, dt \cong -8.870707261 < 0.$$

On the other hand, a direct calculation shows that $N(\pi) \cong 2.331126686 > 0$. This implies that there is a maximal interval $[0, \omega^*]$ such that $N(\omega) < 0$ for each $0 < \omega < \omega^*$. Using Maple software an approximate lower estimate for $\omega^*$ is given by $\omega^* \cong 2.367$.

Figure 1 shows the behavior of $N(\omega)$ for $\omega$ in a right-neighborhood of the origin.

In any case, the analysis of the function shows that $N(\omega) \neq 0$ except for a discrete set of points.

### 4. Some numerical simulations

We conclude this paper, by showing some numerical simulations concerning the planar system

$$\begin{cases}
\dot{x} = y \\
\dot{y} = -\psi(x) - \varepsilon p(\omega t)
\end{cases}$$

(32)

with

$$\psi(x) = x - s(x)$$

declared as in (20).

Following [27], we choose to perform our examples in the special case

$$p(t) = \sin(t),$$

but similar portraits can be obtained for different forcing functions. Moreover, for this special choice of $p(t)$ we can take
advantage of the function $N(\omega)$ defined in (31) for which we know that the Melnikov method applies for each frequency \( \omega \) such that $N(\omega) \neq 0$.

In order to compare our results with \([27]\) we do not consider any friction term of the form $\varepsilon \dot{c} \dot{x}$, however, we point out that, as explained in the previous section, the Melnikov method works well also in the damped case for $\varepsilon$ sufficiently small.

In \([27]\) the authors proved the presence of chaotic dynamics for system

\[
\begin{cases}
\dot{x} = y \\
\dot{y} = -\psi(x) - \varepsilon \sin(\omega t)
\end{cases}
\]  

for $\varepsilon = 1$ and $\omega = \sqrt{2}$. In our case, we find

\[ N(\sqrt{2}) \approx -4.508948445, \]

hence our result applies providing an alternative way to prove chaos for the same equation considered in \([27]\), at least for $\varepsilon > 0$ small.

As the next examples, we consider two choices of $\omega$, the first one in the interval $[0, \omega_1]$ and the second one in the interval $[\omega_1, \omega_2]$, where $\omega_1, \omega_2$ are the first two zeros of $N(\omega)$. In both the examples we study the Poincaré map in the plane, by plotting the iterates of the map

\[ \Phi_\varepsilon : z \mapsto \zeta(T; z), \]

where $\zeta(\cdot; z) = (x(\cdot), y(\cdot))$ is the solution of system (33) with initial point $\zeta(0; z) = z$ and

\[ T = \frac{2\pi}{\omega} \]

is the fundamental period of the forcing term.

**Case 1** Let us consider

\[ \omega = \frac{6}{5} = 1.2 < \omega_1 . \]

In this case, $N(\omega) \approx -5.126375755 \neq 0$ and the Melnikov method can be applied. Figure 9 below describes the iterates of the associated Poincaré map.

To stress the chaotic nature of certain solutions departing from some initial points, the next Figure 10 represents the $x$-component in dependence of the time variable $t$.

**Case 2** Let us consider

\[ \omega = \frac{5}{2} = 2.5 \in [\omega_1, \omega_2]. \]

In this case, $N(\omega) = 0.5594990220 \neq 0$ and the Melnikov method can be applied. Figure 11 below describes the iterates of the associated Poincaré map.
Figure 9. For the figure we have plotted the first 1,500 iterates of the Poincaré map $\Phi_\varepsilon$ for $\varepsilon = 0.3$ and $\omega = 6/5$, starting from the initial points $z_0 = (1, 0)$, $z_1 = (2, 0)$, $z_2 = (0, 0.4)$, $z_3 = (0, 0.6)$, $z_4 = (0, 0.3)$. The portrait makes clear the existence of a chaotic region surrounded by a presumably invariant curve, according to KAM theory (this is the Red line obtained from the initial point $z_3$), as well as the presence of isolas (in Magenta, obtained from the initial point $z_2$).

Figure 10. For the figure we have plotted the graph $(t, x(t))$ on the interval $[0, 733]$ where $(x(t), y(t))$ is the solution of (33) with $(x(0), y(0)) = z_4 = (0, 0.3)$. The parameters are $\varepsilon = 0.3$ and $\omega = 6/5$, are the same as for the study of the Poincaré map in Figure 9.

Figure 11. For the figure we have plotted the first 2,500 iterates of the Poincaré map $\Phi_\varepsilon$ for $\varepsilon = 0.3$ and $\omega = 5/2$, starting from the initial points $z_0 = (0, -0.1)$, $z_1 = (-0.4, 0.35)$, $z_2 = (0.4, 0.3)$, $z_3 = (1, 0.7)$, $z_4 = (0, 0.25)$. The portrait makes clear the presence of a chaotic regions bounded by presumably invariant curves, according to KAM theory (the Orange line obtained from the initial point $z_1$ and the Magenta obtained from the initial point point $z_2$ suggest the presence of quasiperiodic solutions or subharmonics of large order.)
Figure 12 below stresses the chaotic nature of certain solutions of (33).

![Figure 12](image-url)

For the figure we have plotted the graph \((t, x(t))\) on the interval \([1,800, 2,000]\) where \((x(t), y(t))\) is the solution of (33) with \((x(0), y(0)) = z\), \((0, 0.25)\). The parameters are \(\epsilon = 0.3\) and \(\omega = 5/2\), are the same as for the study of the Poincaré map in Figure 11.

5. Conclusions

In this article we have proposed a new application of the Melnikov method for non-smooth vector fields to the periodically perturbed second order piecewise oscillator

\[
\ddot{x} + \epsilon \dot{x} = \epsilon p(\omega t) + s(x),
\]

where \(s(x)\) is a truncated signum function, namely it coincides with \(x/|x|\) for \(|x| \geq d > 0\) and is linear for \(|x| \leq d\). The choice of this model has been motivated by a previous work by Pokrovskii, Rasskazov and Visetti [27] where the case \(c = 0, \epsilon = 1, \text{ and } p(t) = \sin(t)\) was considered for the special value of \(\omega = \sqrt{2}\).

Our main result in Section 3 and that in [27] are, in some sense, complementary: in [27] a weaker form of chaos is proved for a specific value of \(\omega = \sqrt{2}\). In our case, we obtain a stronger form of chaos (Smale horseshoe) and a large interval of values for \(\omega\). This greater generality is penalized by the fact that we need to consider small perturbations due to presence of an \(\epsilon\)-coefficient in the forcing term. The need to consider a \(\epsilon\)-perturbation is not due to our special case, but it is an intrinsic fact related to the Melnikov method and it appears as a common feature in all the corresponding applications (the search of the keyword “Melnikov method” produces more than 1,300 results on “MathSciNet”).

In spite of the limitation of applicability of our result to small perturbations, we stress the fact that checking the existence of simple zeros for our Melnikov function \(M(\alpha)\) introduced in (21) becomes a simple task once that a periodic perturbation \(\epsilon p(\omega t)\) is given. Indeed, we know explicitly the function \(\nu(t)\) from (19) and from this fact, we can easily compute the corresponding function \(M(\alpha)\). Thus, even if we have chosen \(p(t) = \sin(t)\), in order to compare our result with that in [27], the possible range of applicability of our approach is truly wide, because we can repeat the same for other choices of \(p(t)\) and values of \(\omega\).

Finally, concerning the nature of chaotic dynamics which is obtained with our technique, we observe that, once we have shown that the Melnikov method is applicable to our model, then the result guarantees the conjugation of the associated Poincaré map with the Bernoulli shift automorphism, according to Smale [4] (which is the stronger form of chaos obtained in the literature). The piecewise nature of the nonlinearity does not change this fact, because we only need to have a well defined Poincaré map and this fact is ensured by the global Lipschitzianity of the restoring term in the Duffing equation.
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