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Abstract: We consider two prominent nonlinear partial differential equations (nonlinear PDE) linked to the prescribed 
curvature problems, namely, the Minkowski problem and the Kazdan-Warner/Nirenberg problem (prescribed scalar 
curvature problem). This article addresses some of the modern techniques in analysis used to draw out a number of the 
profound features in these equations.
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1. Introduction
In 1827, Gauss [1] presents to the Royal Society of Gottingen his study on surfaces, and introduces Gaussian curvature. 

Some seventy six years later, Minkowski publishes an article [2] on the prescribed Gaussian curvature problem (the famed 
Minkowski problem). It asks: Given a strictly positive smooth function G defined on S 2, can we find a strictly convex 
compact surface 3IR∑ ⊂  such that the Gauss curvature of ∑  at the point x∈∑  equals G(n(x))? Here n(x) denotes the unit 
outward normal to ∑  at x. The prescribed function G(n(x)) is supposed to satisfy the condition 
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This can be naturally generalized to hypersurfaces in IRn. We refer to §1a for the rather standard notations we use in 
this article.

Arising from this prescribed curvature problem is the Monge-Ampére equation of the type

Det[ Hess(u)] = g ( u∇ )                                                                                                        (2)

Eugenio Calabi states in [3], “From the geometric view point it (the Minkowski problem) is the Rosetta Stone, from 
which several related problems can be solved.” Classic as it is, in recent years there are major breakthroughs on Monge-
Ampere type equations, together with its relation to the optimal transport problem [cf. §2g ]. 

Concerning the square matrix Hess(u), there are two important quantities associated to it, namely, the determinant and 
the trace (that is, the Laplacian of u, u∆ ). The next prescribed curvature problem we consider here is indeed related to 

u∆ . Known as the KazdanWarner/Nirenberg problem [4] [5] , it asks: Given a smooth function K defined on Sn (n ≥ 3) can 
we find a conformal deformation of the standard metric g1 on S n, so that its scalar curvature equals to K? Arising from this 
prescribed scalar curvature problem is the semi-linear partial differential equation of the type 
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Here K is supposed to fulfill the Kazdan-Warner condition [6] 
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X K U dS− =∫   [where X (K) = X . 1K∇ ],                                                            (4)

where X is any conformal Killing vector field (one that generates a family of conformal transformations).
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 In this expository article, our aim is to present a global overview on some of the interesting recent developments in 
these two equations, focusing on the “beauty” behind the apparent simple problems. The interested readers may also like 
to consult [7-26] for additional information on the topics. In §2, we discuss the weak (Alexandrov) solution to certain 
Monge-Ampére equations and the Minkowski problem. The links to the optimal transport problem are also discussed. §3 is 
devoted to the prescribed scalar curvature problem, in particular when the prescribed function exhibits certain symmetries. 
The Lyapunov-Schmidt (finite dimension) reduction method is introduced in §4. And in §5 we discuss the construction of 
various types of blow-up sequence of solutions of the conformal scalar curvature equation.

§1a. General conditions, assumptions and conventions. Throughout this work, 

Sn { }1 2 2
1 1 1 1( , , ) 1| n

n nx x x IR x x+
+ += = ∈ + + =       (n ≥ 2),

equipped with the induced metric g1. Let us denote by 1∆  the Laplace-Beltrami operator associated with g1 on Sn, and | |nS  
the volume of (Sn, g1). Denote by ( )xB ρ  the open (geodesic) ball in (Sn, g1) with center at nx S∈  and radius (0, )ρ π∈  .

•1 Likewise, ∆  is the Laplace-Beltrami operator associated with Euclidean metric go on IRn. Moreover, the norm
 and the inner product ,   are defined via go . Denote by By (r) the open ball in (IRn , go) with center at y and radius r > 

0, and ( )yB r∂  its boundary. Whenever there is no risk of misunderstanding, we suppress dy from the integral expressions 
on domains in IRn .

•2 We use “Det” to denote the determinant of a square matrix, and “Hess” to indicate the Hessian of a C2 function 
defined on IRn. Denote by JT the Jacobian of T , where T is C1 map T : O →  IR

n, defined on an open set O ⊂ IRn.
•3 In this article, 

2
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 , where n ≥ 3. We observe the practice on using ‘C’, possibly with sub-indices, to denote 
various positive constants, which may be rendered differently from line to line according to the contents.

2. The Minkowski problem
Based on his earlier works on the Minkowski problem [27] [28], Alexandrov [29] introduces a notion of generalized (weak) 

solution to the Monge-Ampére equation (known nowadays as the Alexandrov solution). It may be of interest to note that 
one of Alexandrov’s doctoral students is Grigori Perelman. §2a. Convex function and its subdifferential. Let Ω⊂ IRn be a 
convex domain, and :u Ω→ IR a convex function. It is known that u is uniformly Lipschitz in every compact subset in Ω, 
and differentiable almost everywhere. The subdifferential of u at a point xo ∈  Ω is given by the collection  

∂ u(xo) := { p  ∈  IRn | u(x) ≥ u(xo) + p ·(x − xo) for all x ∈  Ω}                                         (5)

Here p  is taken to be at the default position. We first observe that, when u∈C1 (Ω), the tangent (hyper) plane of the 
hypersurface was defined by the graph

{(x, u(x)) = (x1 , ··· xn , u(xo)) ∈  IRn+1 | x ∈  Ω }

at xo ∈  Ω is given by 

xn+1 = u(xo) + [ u∇ (xo)]·(x − xo)

Thus,

∂u(xo) is equal to u∇ (xo) when u ∈  C1 (Ω). 

Let us compare u with another convex function v defined in Ω. If O ⊂Ω is an open and bounded set such that 

u ≤ v in O, and u = v on ∂O

then 

( ) ( )v O u O∂ ⊂ ∂  ,
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This leads to the Alexandrov’s maximum principle (see Theorem (10) in [17]).
§2b. Measure (Monge-Ampére). For every Borel set E ⊂  Ω, define the Monge-Ampére measure as 
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                                                                                                   (6)

Here we use the Lebesgue measure *( )λ • . For a convex function u, we have the following:
•1 uµ  is a Borel measure.
•2 In case u ∈  C2 (Ω), then 

 uµ  = [Det Hess(u)]dx.                                                                                                        (7)

•3 The Monge-Ampére measure is “stable” under uniform convergence (see Proposition 2.4 in [17]). 
§2c. Weak (Alexandrov) solution. As in the above, Ω ⊂  IRn is an open bounded convex set. Let 

f : Ω × IR × IRn → IR+. 

be a positive function. A convex function u : Ω → R is said to be an Alexandrov solution to the Monge-Ampére equation

Det[ Hess(u) ] = f (x, u, u∇ ) in Ω                                                                                       (8)

if

uµ  = f (x, u, u∇ ) dx in the sense of Borel measures,                                                         (9)

that is uµ  (E) = ∫E f (x, u, u∇ ) dx for all Borel measurable set E ⊂  Ω. 
§2d. Convergence. A great advantage of working on weak solutions is the following convergence (stability) theorem. 

Let uk : Ω → IR be a sequence of convex Alexandrov solutions of 

kuµ  = νk in Ω,  uk = 0 on ∂Ω.

Here νk is a sequence of nonnegative Borel measures with sup
k

 νk (Ω) < ∞. Moreover, 

νk ∗ ν weakly to a Borel measure ν .

Then {uk} converges (locally uniformly) to u∞, which is convex and an Alexandrov solution of 

uµ ∞  = ν in Ω,  u∞ = 0 on ∂Ω. 

This allows us to solve a simpler problem first, and take the limit, obtaining a (weak) solution. See [17] for more 
information. 

§2e. Boundary value problem. Suppose that νo is a nonnegative Borel measure with νo (Ω) < ∞. By using a sequence 
of finite sum of atomic measures, which converge weakly to νo , and a Perron-type argument, Alexandrov [3] shows that 
there exists a unique convex function u : Ω → IR such that 

uµ  = νo in Ω,  u = 0 on ∂Ω.                                                                                                 (10)

With stronger conditions: assuming that Ω is uniformly convex of class C3 , νo = f dy , where f ∈  C2 (Ω ), and 

10 fλ
λ

< ≤ ≤ .                                                                                                                  (11)

Pogorelov [30] shows the existence (and uniqueness) of a C2, α(Ω ) solution to the Dirichelt problem (10) via the 
renowned continuity method. 

As for the (weak) Alexandrov solution, Caffarelli [31] obtains regularity results, showing that strictly convex 
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Alexandrov solutions of (10) are locally 1 ,
locC α   (Ω) [condition (11) required]. Refer also to [32]. 

§2f. Weak solution to the Minkowski problem. For an open bounded convex domain K ⊂  IRn+1 with 0 ∈  K, let the 
boundary ∂K be given by 

∂K = { ρ (x) x | x ∈  Sn , ρ  : Sn → IR+ } .

Similar to the subdifferential, for z = ρ (x) x ∈  ∂K, define 

{ }{ }1( ) | | , ( ) 0n n
KN z n S K w IR n w z+= ∈ ⊂ ∈ − ≤                                                                                                  

The Gaussian curvature measure is defined by 

( ) ( ) nK K H
E N Eµ =    for all Borel measurable set E ⊂  Sn.                                              (12)

Here nH
•   is the n-dimensional Hausdorff measure on Sn. As in the case of the MongeAmpére measure, Kµ  a Borel 

measure.
The Minkowski problem can be recast into this form: Given a Borel measure ν on Sn, can we find an open bounded 

convex set K containing the origin so that

Kµ = v ?                                                                                                                              (13)

Alexandrov [1] [13] shows that the necessary and suffcient conditions for the existence of a weak solution to equation (13) 

are [see for example [33] for the complete statement and more details ] ( ) | |n nv S S=  and ( ) | | | |nv F S F ∗< −  for all Borel 
measurable set nF S⊂ .

Here F* is the dual angle defined via 

{ }| 0nF y S y x for all x F∗ = ∈ ⋅ ≤ ∈   

Suppose that a portion of ∂K can be parameterized as the graph of a convex C2-function u :   → IR, then the 
Gaussian curvature of the hypersurface defined by the graph of u is given by 

In the above,   ∈  IRn is an open set. With ν = f (x) ndH  , equation (13) can be expressed locally in the form 

Det[ Hess(u)] = f . (1+
12 2)

n

u
+

∇  .                                                                                       (14)

One can then apply the regularity theory developed by Caffarelli to draw the conclusion that ∂K is strictly convex and 
of class C1, γ . Moreover, if f ∈  C0, α , then u ∈  C2, α . Conditions on f apply-refer to [24].

§2g. The optimal transport problem. The problem was formalized by the French mathematician Gaspard Monge in 
1781 [34]. In modern day language, let X, Y ⊂  IRn be open bounded domains, with probability measures µ = f dx (on X) 
and ν = h dy (on Y), respectively (f , h > 0). A C1 -diffeomorphism T : X → Y is called a transport map with respect to the 
pair (f , h) if the following Jacobian equation is satisfied:  

f (x) = h(T (x))·Det JT     for all x ∈  X.                                                                                (15)

It follows from (15) that

Det JT = 
( ) 0

( ( ))
f x

h T x
>  and ( ) ( )X Yf x dx h y dy=∫ ∫ .                                                        (16)

Elsewhere, (15) is interpreted in a weak sense: 

( ) ( ) ( ( )) ( )Y Xy dv y T x d xψ ψ µ=∫ ∫       for all Borel function ψ : Y → IR.

A transport map Top is a solution to the optimal transport problem [ from (X, f ) to (Y, h)] with quadratic cost if Top 
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minimizes the integral [among all the transport maps described in (15) ] 

2( ) ( )X x T x f x dx−∫                                                                                                (17)

By considering the Monge-Ampére equations and Helmholtz-type decompositions, Brenier [35] obtains the following 
existence and uniqueness result: There exists a lower semicontinuous convex function u : IRn → IR ∪ {+∞} such that 

( . .)    opT u a eµ= ∇ − ,                                                                                                  (18)

and
 Det[Hess(u)] = ( . .)     f a e

h u
µ −

∇
                                                                                 (19)

Note that in dimension three, if u is C2 , then the vector field u∇  is curl free (intuitively, “rotational free”; rotation 
can be seen as a waste in most transport).

§2h. General cost function and the Ma-Trudinger-Wang (MTW) tensor. Consider general cost function 

c : X × Y → IR+ ∪ {0}, 

which is of class C4 ( 4 ( )C X Y
c

×
< ∞ 

 ), together with the injectivity of the maps 

y  -Dx c(x, y) and x  -Dy c(x, y) 

and
Det(Dxy c)(x, y) ≠  0    for all (x, y) ∈  X × Y.

With these, one can define the notion of c-convexity, and c-subdifferential. Similar result as in (19) can be obtained. 
See [17] for more details. With regard to regularity of the weak solution, Ma-Trudinger-Wang [36] finds a fourth-
order tensor, with which the positive definiteness is a suffcient condition for the smoothness of the optimal transport 
solution. Loeper sheds light on the geometric interpretation of the MTW condition, linking it to the connectedness of the 
c-subdifferential.

3. Conformal scalar curvature problem
In this section and the following two, we treat the dimension n ≥ 3. The prescribed scalar curvature problem in Sn asks 

for a positive solution U of the nonlinear partial differential equation 

2
2

1 ( 1) ( ) 0
n
n

n nU c n n U c K U
+
−∆ − − + =    in Sn (U > 0),                                                     (20)

where K is a prescribed function on Sn . A stand-out feature of equation (19) is the exponent 
2
2

n
n
+
−  . Indeed, it is related to 

the critical Sobolev embedding: the injection 
2

1,2 2( ) ( )
n

n nnH S L S−→  is not compact, typified by blow-up gathering at critical 
point(s) of K . When K equals to a positive constant, say, K ≡ 4n(n−1), equation (19) has a family of positive solutions (via 
the stereographic projection P  which sends the north pole N to ∞): 

                                                                                                                                             (21)
22

2 22
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λ ξ
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 
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 

 

 

Here ( )y P x=   for \nx S N∈ , and the value at the north pole is given by [ ]
2

2
, ( ) : / 2

n

U Nλ ξ λ
−

= . In particular, any 
sequence { } 1

,i i i
Uλ ξ ∞

=  with 0iλ
+→  and 0iξ →



  is a blow-up sequence (blow-up point at the south pole S).
Broadly speaking, there are two approaches to the problem: avoiding the blow-up (via blow-up analysis), or making 

use of it (for example, the Lyapunov-Schmidt reduction method). The following result provides a good picture on the first 
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(i) K is a smooth Morse function [namely, all its critical points (collected in the set denoted by Crt) are non-
degenerate].

(ii) ∆1K(xc) ≠  0 for all xc ∈  Crt. 

(iii) 
( , )( 1) ( 1)c

c

Ind K x n

x Crt<∈

− ≠ −∑
  

, here Crt< = {xc ∈  Crt | ∆1 K(xc) < 0}. 
(iv) K is “suffciently” close to a positive constant. Then equation (20) has a positive solution (precisely, see Theorem 

7.1 in [37], pp. 103). Recall that the index of a non-degenerate critical point is the number of negative eigenvalues of the 
Hessian matrix at that point.

We observe that in case Crt< contains only one point, say at the north pole N, then it must be the peak (maximal point), 
and hence (together with the non-degenerate condition) 

( , ) ( , )( , ) ( 1) ( 1) ( 1)c

c

Ind K x Ind K N n

x Crt
Ind K N n

<∈

= ⇒ − = − = −∑
  

.
                                                                                                        

Moreover, via the Kazdan-Warner condition (4), if K is strictly decreasing from N to S, measured via the geodesics, 
then equation (20) does not have any positive solution at all (cf. also [39]).

§3a. The flow method. Chen and Xu [15] study the scalar curvature flow equation, and gain a better understanding on 
the point “ K is “suffciently” close to a positive constant”. Consider the parabolic equation

( , )
2( , ) ( ) ( ) ( ) ( , )

4 gU t
U nt x t K x R x U t x
t

α •

∂ −  = ⋅ ⋅ − ∂
    U(0, x) = Uo(x)                     (22)

for (x, t) ∈ IR+ ×Sn. Here 

[ ]
1

( , ) 2
2

( , ) ( 1) ( , )1( )
( , )

n
gU t n

n n

U t x c n n U t xR x
c U t x

• +
−

∆ − −
= − ⋅





                                                             (23)

is the scalar curvature of the conformal metric [ ]
4

2
( , ) 1( , ) n

U tg U t g−
• = • ⋅ ,  and the zoom factor

[ ]
1 1

22
22

( , )( ) : ( , ) ( , )n n

nn
nn

gU t g gS S
t R U t dV K U t dVα −−

•

    = ⋅ • ⋅ •       
∫ ∫                               (24)

is included to keep the volume of (Sn, gU(t,•)) constant along the flow (see [15]). 
It is known that [15] either

2,( , ) pH
U t •    for all t ∈  (0, ∞),                                                                                     (25)

or there is a finite collection of points (“blow-up points) {b1 , ···, bL} ⊂  Sn (L ≥ 1) so that (modulo a subsequence) 

{Ui} is uniformly bounded in any compact subsets of Sn \{b1 , ···, bL},                              (26)

and

            

2

2
( )

1liminf | | ( 1)
| | i

n n

bj i gni
B R dV n n

S ρ→∞

 
≥ − 

 
∫       

[1 ≤ j ≤ L]       for any ρ > 0.               (27)

In case there is only one blow-up point, say at Q ∈  Sn , then we know the followings[15]. 
•1 Q is a critical point of K [ that is, 1∇ K(Q) = 0 ]. 
•2 ∆1K(Q) ≤ 0. 
•3 2

( 1)lim [ ]
[ ( )]

K i ni
n

n nQ u
K Q

−→∞

−
= .

Using the infinite dimension Morse Theory, Chen and Xu show that, under the conditions in (i)-(iii) [see [15] for a 
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more general statement], for n ≥ 5, if

2
2max min 2

nn

n
SS

K K −<                                                                                                   (28)

then equation (20) has a positive solution.
§3b. Symmetry. The flow method combines well with function K which processes the following symmetries. 
(29) K is symmetric for a mirror reflection upon a hyperplane H ⊂  IRn+1 ( H passes through the origin). As the 

situation is invariant under a rotation, we assume (without loss of generality) that H is the hyperplane perpendicular to the 
x1 - axis. In this way, the symmetry is expressed as 

K(γm(x)) = K(x), where γm : Sn → Sn is given by γm (x1 , x2 , ···, xn+1 ) = (−x1 , x2 , ···, xn+1) 

for x = (x1 , ···, xn+1 ) ∈  Sn. As such F = { (0, x2 , ···, xn+1 ) ∈  Sn } = H ∩ Sn is the fixed point set. 
(30) K is invariant under a rotation γθ of angle θ = π / k (with the axis being a straight line in IRn+1 passing through the 

origin). Here k > 1 is an integer. Likewise, without loss of generality, we take it that indeed the straight line is the xn+1 -axis. 
In this case the fixed point set F = {N, S}. In [40] we obtain the following result. 

Theorem (31). Suppose that K > 0 is a smooth function on Sn which is invariant under the symmetry described in 
either (29) or (30). Assume that

xm ∈  F with K(xm) = max
F

K  ⇒∆1K(xm) > 0,                                                                       (33)

and

(max ) 2 (min )
n FS

K Kτ τ< ⋅                                                                                               (34)

where 2
2

nτ −
= . Then, equation (20) has a smooth positive solution U for K.

One of the key element in the proof of (31) is to construct a highly concentrated bubble located at a maximal point in 
F as the initial condition Uo of the flow. See [40]. This brings us to the next topic on making use of the blow-up process via 
the Lyapunov-Schmidt reduction method to find the solutions of equation (20).

4. Lyapunov-Schmidt reduction method 
§4a. Simple plan. Given Banach spaces X and Y, consider a nonlinear functional equation 

F(x, ε) = 0 ∈  (Y), x ∈  X.                                                                                                     (35)

In the above,

F : X × (−1, 1) → Y 

is C1 . Suppose we have a solution at (0, 0,), that is,

F(0, 0) = 0,

and Fx (0, 0) being invertible, then the implicit function theorem assures that, for | |ε  small enough, we have a solution (xε , ε) 
of equation (35), that is

F(xε , ε) = 0 ( | |ε  small enough).

On other hand, if

Ker Fx (0, 0) = OX ≠ ∅   , 
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yet Fx (0, 0) is still an Fredholm operator, with 

Range Fx (0, 0) = Yo .

We split X and Y into

X = Xo ⊕  Xc , Y = Yo ⊕  Yc (dim Xo < ∞ , dim Yc < ∞ ).

Let P : Y → Yo be the projection. 
Equation (35) is equivalent to

P   F (x, ε) = 0,                                                                                                                    (36)

(I − P) 


 F (x, ε) = 0.                                                                                                            (37)

Maximize the subspace where (36) can be solved. For equation (36), consider finding solutions of the type 

P   F (xo + xc , ε) = 0, xo ∈  Xo , and xc ∈  Xc .

This equation has a solution at

(0, 0, 0),

and its derivative at (0, 0, 0) (with respect to xc ) is now invertible. Thus, applying the implicit function theorem on 
the functional

P   F : Xo ⊕  Xc ⊕  IR → Yo ,

we obtain a solution

(xo , xc (xo , ε), ε) for ε ≈ 0 and xo ≈ 0. 

By substituting xc (xo , ε) into the second equation [that is, (37)], one finds a finite-dimensional equation 

(I − P)   F(xo + xc (xo , ε), ε) = 0,

to be solved by finding xo ∈  Xo (dim Xo < ∞ ). 
§4b. Lyapunov-Schmidt reduction method - the case of one bubble. In order to illustrate how this simple idea works 

on the scalar curvature equation (20) [with suitable modification according to the situation], we introduce the one bubble 
case. Consider the stereographic projection

{ }: \n nP S N IR→

( )x y P x=  , where 
11

i
i

n

xy
x +

=
−

, 1 i n≤ ≤

Here { } 1
1 1( , , ) \n n

nx x x S N IR +
+= ∈ ⊂  , and N = (0, ···, 0, 1). The conformal factor is given by 

1 2 2

4( ) ( )
(1 ) og x g y

y
 

=  +  

  for  ( )y P x=  .

Note that the conformal factor is related to the standard bubble [ cf. (40) ]. Set
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n

v y U P y
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−

−  
= ⋅ + 



 

  and Ǩ(y): = K 1( ( ))P y−
 for ny IR∈

Suppose that U is a positive C2 solution of equation (20). Then v satisfies the equation

(o nv c∆ +  Ǩ
2
2) 0

n
nv
+
− = in IRn.                                                                                               (38)

Note that in this setting

2
2

, ,( 2) 0
n
n

oV n n Vλ ξ λ ξ

+
−∆ + − =  in IRn,                                                                                    (39)

where
2

2

, 2 2( )

n

V y
yλ ξ
λ

λ ξ

−

 
=  + −  

 with ( , ) nIR IRλ ξ +∈ × .                                                     (40)

Collect them into 

{ }1,2
,: | ( , ) nZ V D IR IRλ ξ λ ξ += ∈ ∈ × .                                                                          (41)    

The functional corresponding to equation (38) is given by

1 2( ) , (
2 2n n nIR IR

nI f f f c
n
− = ∇ ∇ − ⋅ ⋅ 

 ∫ ∫  Ǩ
2

2)
n

nf −
+  for 1,2f D∈ .                                (42)

Here f+ denotes the positive part of f . In (42), the Hilbert space is chosen to be 

2
1,2 1,2 1,22( ) : ( ) ( ) ,n

n
n n nn

loc IR
D D IR f L IR W IR f f−

 
= = ∈ ∩ ∇ ∇ < ∞ 

 
∫ | ,

with the inner product defined by 

, : ,nIR
f fψ ψ

∇
= ∇ ∇∫  for 1,2,f Dψ ∈                                                                     (43)

Thus, we seek a critical point v of the functional (42), that is,

I'(v) = 0,                                                                                                                                    (44)

which can be expressed as 

[ ]
2
2'( ) , ( ) 0

+

n

n
n

nIR
I v h v h c v hK −

+

 
= ∇ ∇ − ⋅ ⋅ = 

 
∫   for all 1,2h D∈                                    (45)

Let

Ǩ = 4n(n − 1) + ε·H , where | |ε  is small.                                                                                (46)
 Here H is a bounded continuous function on IRn. (45) can be rewritten as
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2 2
2 2 21 2( ) : , ( 2) ( )

2 2n n

n n
n n

nIR IR

nI f f f n f c H f
nε ε− −

+ +

  − = ∇ ∇ − − − ⋅ ⋅   
  

∫ ∫  

              ( ) ( )oI f G fε= + ⋅ .                                                                                  
  
         (47)

Here 

2
2 21( ) , ( 2)

2 n

n
n

o IR
I f f f n f −

+

 
= ∇ ∇ − − 

 
∫ ,Ǩ

and

2
2

1( ) n

n
n

IR
G f C Hf −

− += ∫  for 1,2f D∈ , where 
2

1
( 2):
8 ( 1)

nC
n n−

−
= −

−
 .

Via the Riesz Representation Theorem [see (52) and (53) below], (47) can be expression as a nonlinear functional 
equation 

FS (v , ε) : D1, 2 ×(−1, 1) → D1, 2.

Moreover, via (39) and (46),

,( ,0) 0SF Vλ ξ =

Consider the derivative of FS at ,( ,0)Vλ ξ . It is related to 

[ ]
4

'' 2
, ,( ( ) ) , ( 2)n

n
o IR

I V h h n n V hλ ξ λ ξφ φ φ−
 

= ∇ ∇ − + ⋅ ⋅ 
 

∫  for 1,2,h Dφ ∈                    (48)

Thus, the kernel is given by

[ ]''
,( ( ) 0oI V hλ ξ φ ≡  for all 1,2h D∈ ,

which points us to the equation ( in weak sense) 

4
2

,( 2) 0n
o n n Vλ ξφ φ−

 
∆ + + ⋅ ⋅ = 

 
 in IRn.                                                                         (49)

Introducing orthogonality. We are interested in finding a solution 1,2Dφ ∈  of the linear inhomogeneous equation 

4 4
2 2

, ,( 2) ( )n nn n V V hλ ξ λ ξφ φ− −
 

∆ + + ⋅ ⋅ = ⋅ 
 

, where 1,2h D∈ .                                            (50)

Note that, multiplying both sides of (50) by 

,Vλ ξλ
λ
∂ ⋅ ∂ 

and upon integration, we have 



Contemporary Mathematics 94 | Man Chun Leung

[ ]
4

2
, , ,( ) , ( 0n
n

IR
V h V h Vλ ξ λ λ ξ λ λ ξλ λ−

∇

 
 ⋅ ⋅ ⋅∂ = ⋅∂ =   

 
∫

Here we apply

2 4
2 2

, , , , ,( 2) 0 ( ) ( 2) ( ) 0
n
n nV n n V V n n V Vλ ξ λ ξ λ λ ξ λ ξ λ λ ξ

+
− −

 
∆ + − = ⇒ ∆ ∂ + + ⋅ ⋅ ∂ = 

 
,

 

and the integration by parts formula. Similarly for other derivatives. Hence 

, | ,, ( ) , ( ) 0
j

h V h Vλ λ ξ λ ξλ λ ξ
∇ ∇

  ⋅∂ = ⋅∂ =     for j = 1, 2, ···, n.                           (51)

Equation (50) can be seen in weak form: the problem is equivalent to finding a 1,2Dφ ∈  such that 

4 4
2 2

, ,( 2) 0n
n n

IR
n n V V hλ ξ λ ξφ φ ψ− −

     ∆ + + ⋅ ⋅ − ⋅ ⋅ =    
     

∫  for all 1,2Dψ ∈

4
2

,, ( 2)n n
n

IR IR
n n Vλ ξφ ψ φ ψ−

∇

  
⇔ + − + ⋅ ⋅  

   
∫ ∫  = 

4
2

,n
n

IR
V hλ ξ ψ−

  
− ⋅ ⋅  
   
∫  for all 1,2Dφ ∈ .

Here we apply the integration by parts formula. Via the Riesz Representation Theorem, the problem can be cast in the 
form of finding a solution (in D1, 2) of the (functional) equation 

( )( ) DId K hφ+ =                                                                                                          (52)

Here Id is the identity map interpreted by

( ), ,Id φ ψ φ ψ
∇ ∇
= ,

and

4
2

,( ), ( 2) n
n

IR
K n n Vλ ξφ ψ φ ψ−

∇

  
= − + ⋅ ⋅  
   

∫  for all 1,2Dψ ∈ .

It can be checked that K : D1, 2 → D1, 2 is a compact linear operator (via the RellichKondrachov Theorem). [A compact 
linear operator is a linear operator L from a Banach space X to another Banach space Y , such that the image under L of any 
bounded subset of X is a relatively compact subset of Y (i.e., the closure is compact).] 

Similarly, 1,2
Dh D∈  is defined by 

4
2

,, n
n

D IR
h V hλ ξψ ψ−

∇

  
= − ⋅ ⋅  
   
∫  for all 1,2Dψ ∈ .                                                  (53)

Note that
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4
2
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IR
V hλ ξ ψ−
 
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 

∫

2
2 22

4 22 2
2 2

, | |n n
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n nn

nn n
n n

IR IR
V hλ ξ ψ

+
−

+
− −

 
    ≤ ⋅ ⋅         

∫ ∫
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n n n n
IR IR IR
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 
         ≤ ⋅ ⋅             
   

∫ ∫ ∫

2

4 2
2

,n

n n

n
IR

V hλ ξ ψ−
∇ ∇

 
  ≤ ⋅ ⋅     

∫    

2
2

2
, | |n

n n
nn

nIR
V h C S hλ ξ ψ ψ−

∇ ∇ ∇ ∇

 
≤ ⋅ ⋅ = ⋅ ⋅ ⋅ 
 
∫ 

       

.

The form of (52) allows us to use Fredholm alternative method to solve the equation. The kernel 1,2N D⊂  of 

(Id + K) 

is identified with the solution space N of the linear equation

4
2

,( 2) 0n
o on n Vλ ξφ φ−∆ + + ⋅ ⋅ =  1,2( )o Dφ ∈

This can be precisely determined [5]:

{ }1, | , | ,( ) , ( ) , , ( )
n

N Span V V Vλ λ ξ λ ξ λ ξλ λ ξ λ ξ= ⋅∂ ⋅∂ ⋅∂  .                                       (54)

Moreover, these (n + 1) functions are orthogonal to each other with respect to the inner product ,
∇

  . See, for 
examples, [37] [41]. Write 

1,2D N N⊥= ⊕ ,

where N⊥  is the orthogonal complement of N . By the self-adjointness of (I + K), 

(Id + K) : N⊥  → N⊥  is an isomorphism.                                                                            (55)

Applying the Fredholm alternative method, equation (52) is solvable if and only if 

Dh N⊥∈                                                                                                                       (56)

Recalling relation (53), we have 
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4
,2

, ,, ( ) 0 , 0n
D D

V
h N h V V h λ ξ

λ λ ξ λ ξλ
λ

−
⊥ ∇

∂ 
∈ ⇔ ⋅∂ = ⇔ ⋅ =  ∂  ∫

,, 0
V

h λ ξ

λ
∇

∂
⇔ =

∂

Similarly for the other derivatives with respect to the components of ξ . Therefore 

h N⊥∈                                                                                                                             (57)

In general, for h N⊥∉ , write

h = h⊥  + [−h// ] ⇔  h⊥  = h + h⊥ ,                                                                                           (58)

where

h N⊥ ⊥∈  and h// ∈  N ⇒  h// = , ,

1

n

o j
j j

V V
a bλ ξ λ ξλ λ

λ ξ=

∂ ∂
⋅ + ⋅

∂ ∂∑                                          (59)

(The coeffcients ao and bj are uniquely determined.) The above discussion, together with elliptic regularity theory [42], 
shows that there is a unique solution Nφ ⊥∈  of the inhomogeneous equation [after checking the relation in (53)] 

4
2

,( 2) nn n Vλ ξφ φ−
 

∆ + + ⋅ ⋅ = 
 

4 4 4
, ,2 2 2

, , ,
1 | j

n
n n n

o j
j

V V
V h a V b Vλ ξ λ ξ
λ ξ λ ξ λ ξλ λ

λ ξ
− − −

=

 ∂ ∂ 
⋅ + ⋅ ⋅ + ⋅ ⋅   ∂ ∂    

∑                                         (60)

Moreover, the coeffcients ao and bj are also uniquely determined by h. We sum up the discussion in the following 
propositions. See also [43] for more general situation.

Proposition (61). Given 1,2h D∈  , there exists a unique Nφ ⊥∈  which solves equation (60), where the coeffcients ao 
and bj are uniquely determined by h via the decompostion (58).

Proposition (62). For any z Z∈ , '' ( )oI z , as rendered in (48), is an index zero Fredholm operator. Moreover, 

'' ( )oKerI z N=

and

'' ( ) :oI z N N⊥ ⊥→

is an isomorphism.
The flow chart.
The simplicity of the Lyapunov-Schmidt reduction method is expounded in the book [37]. Instead of repeating the 

discussion in [37], we present the chart on the set-up of the Lyapunov-Schmidt reduction method, and encourage readers to 
refer to the award winning book [37].
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Iε ( f ) = Io ( f ) + εG( f ) for f ∈  D1,2 . 
                ↓

'' ( )oN KherI z=
 
Refer to Proposition (62).

1,2:zP D N⊥→   (Projection unto the normal.) 

' ( ( )) 0zP I z w zε ε+ =

 (Cancelation along the normal directions ; ( )w z Nε ⊥∈ .) 

( ) : ( ( ))z I z w zε ε εΦ = +  (The finite dimensional reduction; z Z∈ .) 

' ( ( )) 0o oz w zε εΦ + =  (Critical point zo of the finite dimensional functional.) 

' ( ( )) 0o oI z w zε ε+ =  (For | |ε  small enough ; cf. Lemma 2.12 in [8].)

   ( ( ))o oz w zε+
 
is a solution of equation (38) with (46).

By using Lyapunov-Schmidt reduction method (with one bubble) and a degree counting argument, a version of result 
as described in §3(i)-(iv) is obtained in [37] (Theorem (63), pp.63). 

§4c. The Lyapunov-Schmidt reduction scheme sans perturbation: the case of two or more bubbles. In the above 
description, the Lyapunov-Schmidt reduction method is considered on those K which is a perturbation of a positive 
constant [recall (46)]. A new insight is introduced in [43], where Wei and Yan bring home to the point that when a large 
number of standard bubbles are arranged near the critical points of K (having the same positive value), one can still apply 
the Lyapunov-Schmidt reduction method, this time without the requirement on ε in (46) being close to zero. Thus, the 
number of bubbles replaces the parameter ε.

In [44], the author and Zhou show that by “planting” one bubble each near one of the twin (pseudo-)peaks, the 
Lyapunov-Schmidt reduction method is also applicable without the need for K being close to a constant. In this case, the 
gap between the “peaks” takes the place of the parameter ε. In brief, we show that the reduced functional has two main 
contributions, one from the critical point, and the other one from the interaction with the other bubble (Proposition (35) [44]). 
By properly balancing these two effects, it can be shown that the prescribed scalar curvature equation (38) has a solution if 
the “twin peaks” are close enough. Moreover, as the two bubbles are highly concentrated near the twin pseudo-peaks, other 
critical points (if any) do not contribute to the consideration. This is in harmony with a theme in [45] (cf. also [20]) that 
concentration can be put to good use to find solutions of equation (20).

5. Construction of blow-up sequences
Recent research sheds light on the blow-up process for equation (1). A dividing line is the isolated blow-ups, which 

include [35]
(i) simple blow-up (intuitively, a single bubble appears) and
(ii) towering blow-up (two or more bubbles are stacked up-roughly speaking).
The more complicated non-isolated blow-ups include
(iii) aggregated blow-up [two or more bubbling sequences converge to the blow-up point, which is (locally) the only 

blow-up point], and
(iv) cluster blow-up [being a cluster point (or accumulation point) of a sequence of blow-up points].
The elegant Lyapunov-Schmidt reduction method is used by Ambrosetti and Malchiodi [37] to find infinite number of 

solutions to the Yamabe equation (see [46] [47] [48] for further development). It also allows us to construct simple blow-
up sequence of positive solutions of equation (1) [41] [37]. Using similar finite dimension reduction method, Wei and Yan 
consider in their beautiful work [43] the existence of infinite number of solutions, amounting to the case of cluster blow-up. 

↓

↓

↓

↓

↓

↓
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In [50], the author and Zhou show that by incorporating two bubbles, the Lyapunov-Schmidt reduction method can also be 
used to construct an infinite sequence of positive solutions of equation (20) so that the south pole is an aggregated blow-up 
point, or a towering blow-up point (K being fixed).

§5a. Delaunay-Fowler solution. The blow-up process is also related to equation (38) with a singularity at the origin. 
To zoom into the origin, let us introduce the log-cylindrical coordinates (t, θ), where

lnt y= −    and = y
y

θ
 

   for y ∈  IRn \{0}.                                                            (61)

Observe that 0y +→   as t → ∞. Allow v be as in equation (38). The function 

2
2( , ) : | ( )

n

w t y v yθ
−

= ×      for t ∈  IR and 1nSθ −∈                                                     (62)

satisfies the equation

22 2
2

2

( 2) 0
4

n
n

n
w nw w c K w

t θ

+
−∂ −  + ∆ − ⋅ + ⋅ = ∂

  in IR×Sn−1.                                                 (63)

Here θ∆  is the Laplacian for the standard unit sphere Sn−1 in IRn , and

( , ) :K t θ = Ǩ(y), with ty e−=   and /y y θ=  .

Under (62), the standard bubble 

2
2

2

1
1

n

y

−

 
 +  

 is transformed into 

2
21

2cosh

n

t

−

 
 
 

.

§5b. Radial solutions. We are interested in the radial solutions of equation (63) with 4 ( 1)K n n≡ − . In this case, (63) 
becomes the following autonomous O.D.E. 

[ ]
2 2

2
( 2)''( ) ( ) ( 2) ( ) 0

4

n
n

nw t w t n n w t
+
−

−
− ⋅ + − =  in IR.                                            (64)

 

For our discussion, equation (64) devises a ‘almost perfect’ way to stack bubbles.
Positive smooth solutions of (64) are known as Delaunay-Fowler type solutions. By a re-parameterization, we 

standardize the solutions so that

(0) max ( )
t IR

w w t
∈

= .                                                                                                       (65)

Being periodic [31] [33], the Delaunay-Fowler type solutions can be indexed by the neck-size which is given by 
: inf ( )

t IR
w tη

∈
= . For (2 )/20, ( ) (2cosh ) nw t tη −= =   with ‘infinite period’(cf. [51] [53]). The relation between η and the 

period Td is described in [45].
In our presentation, we find it more convenient to index the Delaunay-Fowler type solutions by the period Td . Thus 

for Td ≫  1, denote by wTd the Delaunay-Fowler type solution with period Td , neck-size ηTd > 0, and with standardization 
(65). Furthermore, for any fixed number D > 0, 
 

(2 )/2( ) ( ) : (2cosh )=
d

n
Tw t w t t −

∞→   :   in [ −D, D ] as dT →∞ .                                 (66)

Geometrically, as noted in [51], the metrics 
4

2 22 ( )
d

n
Tw dt dθ− +  converge as dT →∞  to a bead of spheres of same radius 

that are arranged along a fixed axis.
§5c. Truncation. One can truncate the Delaunay-Fowler type solution 

dTw  by introducing 2
dT
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[ ]

2 ) 2

,

2 ) 2

(2cosh )
( ) ( )

2cosh( )
d d

n

k T T

n
d

t
w t w t

t kT

−

−


= 


−

（

（

The cut-and-paste processes take place in

[ −1, 1] and [ k · Td − 1, k · Td + 1]. 

Using the limit in (66) and the periodicity of dTw , we find that we can make the truncated function has the 
corresponding scalar curvature function approaching 4n(n − 1) when dT →∞ . , dk Tw  can be brought back to Sn (denoted by 

, dk TU ) via (62). Geometrically and intuitively, k + 1 spheres are stacked up like a tower. Note that (blow-up condition)

, ( )
dk TU S →∞ as dT →∞

and

2
,inf 0

dk TO
U c≥ >  for all Td ≫  1

Here O is any (non-empty) open set with { }\nO S S⊂ . Such a kind of blow-up is known as supported (bounded away 
from zero). The challenge is to “stabilize” the scalar curvature throughout.

6. Conclusion and final remarks
In [17], one finds challenging problems on the Monge-Ampere equation and the optimal transportation problems. For 

the prescribed scalar curvature, the case when K equals to a positive number in a “large” region is seldom known. One can 
expect further exciting developments in these areas.
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