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Abstract: This paper introduces asymmetric information into the analysis of cooperative games with agreements 
implemented by a third party and establishes theoretical models of a one-time information asymmetric cooperative 
game with agreements implemented by a third party for the first time, using the methodology proposed in previously 
done research studying coalition formation and cooperative payoff distribution. In an information asymmetric 
cooperative game with agreements implemented by a third party, players may retain their own private information, 
and make decisions through their virtual games on the basis of their own information sets. This paper defines the 
virtual cooperative games of the players and demonstrates the equilibrium of the virtual cooperative game of a player; 
proposes the condition for the existence of the coalition equilibrium in an information asymmetric cooperative game 
with agreements implemented by a third party, defines and provides the existence proof of this coalition equilibrium 
when it does exist; defines the public choice game of a coalition on the strategic combination choice in a certain 
coalition situation, defines and provides the existence proof of the equilibrium of this game; examines the condition for 
the existence of the bargaining game on the distribution of the cooperative payoff of a coalition, defines and provides 
existence proof of the bargaining game, when the coalition members are allied or unallied in the bargaining game.
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1. Introduction
An important hypothesis in early game theory is that, there is no asymmetric information among the players and 

that all the players have complete information in common. Afterward, one important kind of model is used to examine 
the games of incomplete information, in which the incompleteness of information means that, some players don’t know 
the “types” of others Harsanyi [1-3]. When the types of other players are unknown, the decision of a player depends on 
his belief, that is, his pre-estimation of the types of those players.

However, even a person who knows game theory just a little will feel doubtful about the complete information 
hypothesis. The game players may lack understanding of their opponent’s strategy sets, payoff functions, and the 
completeness of their information sets, not just their “types”. It’s unsurprising that Kadane et al. [4] asked whether game 
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models make sense according to the symmetric information hypothesis. This hypothesis neglects the brass tacks that 
things the players believe rely on the situations they know.

This paper attempts to introduce asymmetric information into the analysis of cooperative games, assuming that: (1) 
any player may retain private information, therefore, information in the cooperative game is asymmetric; (2) any player 
decides through his virtual game based on his information set; (3) any player is rational and always pursues the maximi-
zation of his expected cooperative payoff distribution in the game; (4) the agreements are implemented by a third party 
cost-free; in the game, no player will take opportunism behaviour. 

This paper is based on Chen’s theoretic models of symmetric information cooperative games with agreements 
implemented by a third party [5]. The basic methodology proposed by Chen in [5] will be applied to our analysis of 
an asymmetric information cooperative game with agreements implemented by a third party: (1) the formation of the 
coalition equilibrium is the result of the choices of the players who pursue the maximization of their welfares, and (2) 
the cooperative payoff of a coalition can always be decomposed into the common payoffs of different member sets, 
and the common payoff of a member set will be evenly distributed to each member. Therefore, the equilibrium of the 
bargaining game of a coalition on the cooperative payoff distribution can be obtained by applying the distribution rule 
of common payoffs.

Based on [5], this paper tries to examine an information asymmetric cooperative game with agreements 
implemented by a third party. The main components include:

(1) The virtual games of the players.
(2) The coalition formation in the game and the condition for the existence of the coalition equilibrium.
(3) The public choice game on the strategic combination choice of a coalition.
(4) The Nash equilibrium of the bargaining game on the distribution of the cooperative payoff of a coalition in the 

coalition equilibrium (if it does exist) when the coalition members are allied or unallied in the game.
This paper establishes the theoretical models of information asymmetric cooperative games with agreements

implemented by a third party for the first time using the methodology proposed by Chen [5] for studying coalition 
formation and cooperative payoff distribution. In the theoretical literature on cooperative games, asymmetric 
information is often introduced into theoretical models only in repeated games rather than one-time games, and the 
theoretical models of one-time information asymmetry in cooperative games have not been established. This paper 
defines the virtual cooperative games of the players and demonstrates the equilibrium of the virtual cooperative 
game of a player, proposes the condition for the existence of the coalition equilibrium in an information asymmetric 
cooperative game with agreements implemented by a third party, defines and provides the existence proof of this coalition 
equilibrium when it does exist, defines the public choice game of a coalition on the strategic combination choice in 
a certain coalition situation, defines and provides the existence proof of the equilibrium of this game; examines the 
condition for the existence of the bargaining game on the distribution of the cooperative payoff of a coalition, defines 
and provides existence proof of the bargaining game, when the coalition members are allied or unallied in the game.

2. Literature review
Researchers have been committed to introducing asymmetric information into non-cooperative game 

theory since the 1960s. Aumann et al. [6] studied a Bayesian persuasion problem in a repeated non-cooperative 
game. Mertens et al. [7] proposed the model of repeated non-cooperative games of asymmetric information, 
provided a rich framework to model situations in which one player lacks complete knowledge about the “state of 
nature”. Novika et al. [8] substantiated the feasibility and reasonability of employing the framework of reflexive 
games for describing decision-making and provided reflexive non-cooperative game models with players 
making decisions on the hierarchy of knowledge about essential parameters and knowledge about knowledge.

On the other hand, researchers have also attempted to introduce asymmetric information into cooperative game 
theory models. Based on the equilibrium definition introduced by Konishi et al. [9], the extended definition by Hyndman 
et al. [10], the solution concept used in Gomes et al. [11], Gomes [12], and Aumann [13] examination and definition 
of the equilibrium process of coalition formation (EPCF), it is believed that in a repeated cooperative game, coalition 
formation is a process with the property that at every stage, every active coalition, will be given a set of potential 
partners, to make a profitable and maximal move. However, in a cooperative game of information symmetry, if the 
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players are completely rational, the coalition equilibrium must exist, and it does not need to be formed in a process 
while the game is infinitely repeated.

In addition to examining the formation process of coalitions, a lot of literature investigate the notions of solutions 
to a cooperative game with asymmetric information. Noguchi [14] studied the conditions of a game with asymmetric 
information on a continuum of states that will admits a non-empty core α-core; Kamishiro [15] investigated the 
core with asymmetric information and the Shapley value with externalities and investigated to what extent the core 
convergence results hold for core notions with asymmetric information. Myerson [16] proposed a bargaining solution 
concept that generalizes the Nash bargaining solution and the Shapley non-transferable utility (NTU) value, which is 
defined for cooperative games with incomplete information, and showed that these bargaining solutions are efficient 
and equitable when interpersonal comparisons are made in terms of certain virtual utility scales. Masuya [17] and 
Masuya et al. [18] studied cooperative transferable utility (TU) games in which the worth of some coalitions are 
unknown and investigated the super additive games and the Shapley values on a class of cooperative games under 
incomplete information. Masuya et al. [19] took the first step toward the theory of cooperative games under incomplete 
information on coalitional values. They defined the concepts related to such incomplete games and investigated the 
solution concepts in a special case when only the values of the grand coalition and singleton coalitions are known and 
showed that there exists a focal point solution which is commonly suggested from many points of view. Lin et al. [20] 
introduced a concerned definition of incomplete cooperative games and presented an effective model to examine the 
super additivity of the games. Based on the criterion for minimizing the deviation of excess and expected excess value, 
they proposed the L-nucleolus, constructed the deviation of imputation and ideal vectors, and discussed the existence 
and rationality of the L-nucleolus and the I-Shapley value. Petrosjan [21] proposed the definition of a cooperative game 
in characteristic function form with incomplete information on a game tree, the notions of optimality principle, and 
introduced the solution concept based on it. He also defined the “regularized” core, proved the strong time-consistency, 
and investigated the special case of stochastic games in detail.

However, the literature on asymmetric information cooperative games mentioned above has not found the correct 
direction in the study of coalition formation and the distribution schemes of coalition cooperative payoffs (which is, the 
solution to a cooperative game). The most important reason is that, as its basis, symmetric information cooperative game 
theory has not provided satisfactory answers in both aspects. Moreover, the discussions on asymmetric information 
cooperative games are based on repeated games rather than one-time games.

The problem in the literature of information symmetric cooperative game theory lies not only in the failure to 
define the coalition equilibrium in a cooperative game but also in the ever-proposed inappropriate distribution schemes 
of the cooperative payoff that a coalition gets in the game. 

In symmetric information cooperative game theory, researchers often assume that there is only one coalition in a 
one-time cooperative game. If there is no dummy in the game, all the players will join the only coalition; and if there 
are dummies in the game, all players except the dummies will join this coalition. Such assumption can only accord with 
a special situation as in a general cooperative game, the situation may be different from the assumption above. In many 
cases, there may be not only one coalition but a series of cooperative coalitions. If there are “dummies” for a coalition in 
a cooperative game, there may be synergies among the “dummies”. Therefore, they may form one or more coalitions to 
benefit from cooperation.

After eliminating some obvious unreasonable feasible allocations, some researchers regard the set of the remaining 
feasible allocations as the “solution” to the cooperative game. This kind of literature includes notions such as the stable 
set, the core, and the bargaining set (Aumann et al. [22]; Gillies [23]; Shapley [24]; Von Neumann et al. [25]), and also 
the extended idea of Harsanyi [26] introducing the notions of farsighted behavior, and the following of Aumann et al. [27], 
Chwe [28], Ray et al. [29], Diamantoudi et al. [30], and others. These are the only sets of feasible allocations to which 
the equilibrium distribution scheme belongs, but not the equilibrium distribution scheme itself.

Some researchers tried to find the “real” solution to the game on the cooperative payoff distribution among the 
coalition members, that is, the single-point solution, such as the Shapley value in [31], and the nucleolus in [32]. In their 
models, it is assumed that the coalition members have a common goal or follow some collectivistic behavioural logic. 
However, the distribution game for the cooperative payoff of a coalition is a typical non-cooperative game. Individually 
rational coalition members would not sacrifice their interests for the common goal of the coalition, nor would they 
follow some collectivist behavior mode. Therefore, Nash [33] believed that the distribution process of the cooperative 
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payoffs in a coalition is the bargaining process among the coalition members. After establishing some axioms, Nash 
proved that there exists only one bargaining process that can satisfy the axioms that should be satisfied; this only 
bargaining process is called the Nash negotiation solution. Unfortunately, because of Nash’s assumptions are not all 
axiomatic, the Nash negotiation solution is not reasonable.

Chen [5] examined the coalition formation in a cooperative game with agreements implemented by a third party, 
providing the existence proof and the algorithm of the coalition equilibrium, which is formed when each player tries 
to maximize their cooperative payoff distribution plays the coalition-choosing strategy that is the best response to 
the collective actions of other players. Chen inherited Nash’s idea that the distribution of the cooperative payoff of a 
coalition is the bargaining process among the coalition members. He defined the common payoff of a member set of 
the coalition and showed that the equilibrium of the bargaining game on the distribution of the common payoff is that 
each member in the set will get the same distribution share. Chen proved that the cooperative payoff of a coalition can 
be decomposed into the sum of the common payoffs of all its member sets, and the cooperative payoff distribution that 
each member gets is equal to the sum of the distribution shares of the common payoffs he can get from the different 
member sets to which he belongs.

In recent years, asymmetric information coordination has been studied in networked system theory. Shang 
[34] studied a simple three-body consensus model that favourably incorporates higher-order network interactions, 
higher-order dimensional states, the group reinforcement effect, and the homophily principle. He proposed a system 
model of three-body interactions in complex networks. Shang [35] introduced a novel multiplex network presentation 
for directed graphs and their associated connectivity concepts, including pseudo-strong connectivity and graph 
robustness, which provide a resilience characterization in the presence of malicious nodes. Qi et al. [36] investigated the 
linear quadratic (LQ) control problem for a stochastic system with different intermittent observations. However, the goal 
of such literature on networked system theory is not to establish a general information asymmetry cooperative game 
theory.

3. Unallied bargaining games and information asymmetric cooperative games 
with agreements implemented by a third party

In this section, assuming that members of each coalition are unallied in the bargaining game on the distribution of 
the cooperative payoff of the coalition, we will analyze the information asymmetric cooperative game with agreements 
implemented by a third party. At the same time, it is assumed that in each coalition, the supervision is perfect. An 
information asymmetric cooperative game with agreements implemented by a third party when coalition members 
are under imperfect supervision is similar to an information asymmetric cooperative game with self-implemented 
agreements since the third party does not have enough information to implement the agreements and punish 
opportunistic behaviors.

When coalition members are under imperfect supervision in an information asymmetric cooperative game with 
agreements implemented by a third party, the following three questions are the most important and must be addressed:

(1) The coalition formation in the information asymmetric cooperative game with agreements implemented by a 
third party. Does there exist a (mixed strategic) coalition equilibrium in the information asymmetric cooperative game 
with agreements implemented by a third party? If the coalition equilibrium does exist, what is the coalition equilibrium?

(2) The public choices of the coalitions’ strategic combinations. Under information asymmetry, how does a 
cooperative coalition make its public choice of strategic combination?

(3) The cooperative payoff distribution scheme. After the completion of the information asymmetric cooperative 
game with agreements implemented by a third party, what kind of cooperative payoff distribution scheme will a 
coalition adopt?

3.1 Information asymmetry and the information sets of players

In an information asymmetric cooperative game Γ( N, {Si}, {ui}), ( where N denotes the player set, N = {1, 2, ..., n}; 
Si denotes the strategy set of any player i, Si = {si1, si2, ..., simi

}, i = 1, 2, ..., n; and ui denotes the payoff function of 
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any player i, when each player i selects a strategy si ∈ Si (i = 1, 2, ···, n), strategic situation s = (s1, s2, ···, sn)1 2( , , , )n i N is s s s S∈= ∈Π  
will come into being. For some situation s, the payoff that player i gets is ui(s) = ui(s1, s2, ···, sn), i = 1, 2, ···, n every 
player may retain his private information. The information set of player i about the strategy set, the payoff function 
and so on of another player j does not only depend on the signal set ( ),  j j

j iI →  released by player j to player i, but also 
depends on player i’s information set about player j that player i already has, and the signal set ( ),  k j

k iI →  about player 
j’s strategy set, payoff function, and so on, released by another player k ( , )k i j≠  j) to player i. In the information 
asymmetric cooperative game, information sets ( ) ( ) ( ) ( ),  ,  ,  ,   and ,  j j i j k j

j i i i k iI I I k i j→ → → ≠  ultimately form the information set 
( ) ( ) ( ) ( ),  1,  ,  ,  

1
i j j k j n j

j i n ik iI I I I→ →→= ∪ ∪ ∪ ∪   of player i about player j. This information set forms the basis for player i’s 
estimation of player j’s strategy set, payoff function and his virtual game.

After obtaining the information about other players, estimating other players’ strategy sets, payoff functions 
and virtual games, using his own strategy set and payoff function, player i can make up his virtual cooperative game 

{ } { }( )( )( () ) , , ,i i
j

i
jN S uΓ { } { }( )( )( () ) , , ,i i

j
i

jN S uΓ { } { }( )( )( () ) , , ,i i
j

i
jN S uΓ  where N denotes the player set, N = {1, 2, ..., n}; )(

j
iS  denotes player i’s estimation of the strategy 

set of any player j, { }) ) ) ) ( )( (
1

( (
2, , , , 1, 2, , ;  and 

j

i i
j j j jm j
i i iS s s s j n u= =   denotes player i’s estimation of the payoff function of 

any player j, j = 1, 2, ..., n.
In fact in the process of information, that is, until the cooperation agreements of the coalitions are signed, there 

are always exchanges of information among the players: persuading and being persuaded, tempting and being tempted, 
deceiving and being deceived. The signal set released by any player i, and also his information set about other players 
have been in a dynamic adjustment process. In the discussion in this paper, we do not consider the adjustment process 
of the information sets of the players (this is actually the process in which the players develop and implement their 
signal strategies); the information set of any player we refer to is the final information set of this player at the end of the 
cooperation negotiation.

3.2 Public choice of strategic combination of a coalition in coalition situation c

Our discussion begins with the public choice of strategic combination of a coalition in some coalition situation c. 
In information asymmetric cooperative game Γ(N, {Si}, {ui}) we assume that the players are independent in choosing 
coalitions before they are formed. They are free to choose their coalition-choosing strategies. Through free assemble, 
the players in cooperative game Γ(N, {Si}, {ui}) can form n coalitions (if a coalition is empty, we also define it as a 
coalition with no member). The players can form different coalition situations through their different coalition-choosing 
strategies.

A coalition situation c = (c1, c2, ..., cn), in cooperative game Γ(N, {Si}, {ui}) is the situation when each player i 
chooses to join coalition .

icC (1 )ic n≤ ≤ .
Apparently, according to the definition of a coalition situation above, when the n players in the game form n 

1-member coalitions, a maximum of n non-empty coalitions can be formed in the game. Denote these n coalitions as 
C1, C2, ..., Cn, respectively. Through free combination, the players can form different coalition situations, and in each 
coalition situation there are n coalitions (including empty coalitions). But some coalition situations may be duplicated 
because the coalitions in these situations are just different in order. So, we set special arrangement rules that can 
guarantee that the elements in the coalition situation are all unique.

Rules on coalition-choosing. In cooperative game Γ(N, {Si}, {ui}), assume that that all the players follow the rules 
below when they choose their coalition-choosing strategies:

1 1;c =

2 1,  2;c =

3 2 31,  2, 3 (if 2,  2);c c c= ≠ ≠


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1,  2, 3, , (if ,  ,  );i j ic i c j c j j i= ≠ ≠ <



1,  2, 3, , (if ,  ,  );n j nc n c j c j j n= ≠ ≠ <

we get unrepeated coalition situations in cooperative game Γ (N, {Si}, {ui}).
However, the rules above don’t mean that the players are deprived of their choice options.
Given some coalition situation c = (c1, c2, ..., cn), how does coalition cm (m = 1, 2, ..., n) choose its strategic 

combination?
Theorem 1 In coalition situation c = (c1, c2, ..., cn) of information asymmetric cooperative game Γ( N, {Si}, {ui}), 

with agreements implemented by a third party, in the virtual game { } { }( ))( () ) ( , ,i i
j j

iN S uΓ { } { }( ))( () ) ( , ,i i
j j

iN S uΓ { } { }( ))( () ) ( , ,i i
j j

iN S uΓ  of some member i of coalition 

cm (m = 1, 2, ..., n), the strategic combination of the coalition which maximizes his expected cooperative payoff 
distribution is just the one which maximizes the expected cooperative payoff of the coalition.    

Proof. Give some coalition situation c = (c1, c2, ..., cn), in the virtual game { } { }( ))( () ) ( , ,i i
j j

iN S uΓ { } { }( ))( () ) ( , ,i i
j j

iN S uΓ { } { }( ))( () ) ( , ,i i
j j

iN S uΓ  of some 

member i, of coalition cm (m = 1, 2, ..., n). Assume that the strategic combination of the coalition which maximizes 
his expected cooperative payoff distribution is ( )) ) ) ) )

2
( (

1
( ( (, , , , ,

m

i i
K

i
i
i i

Cs s s s s=   , where K is the number of members 
of the coalition; and that the Nash equilibrium of the non-cooperative game among coalitions is ( )) (* *( ), ,

m m

i i
C Cs s−  where

( )2
( ( ( (* ) * ) * ) * ) * ) * )( (

1 , , , , , ,  and  
m mC i K C
i i i i i is s s s s s−= … …  is player i’s estimation of the strategic combinations of other coalitions.

Since ( )* ) * ) * ) * ) * )
2

( ( ( ( (
1 , , , , ,

m

i i i
i

i i
C Ks s s s s= … …  is the equilibrium strategic combination of coalition Cm that player i belongs 

to when the equilibrium strategic combinations of other coalitions are * )(  
mC

is−  in the virtual game of player i, we have:

( ( ) ( ) ( ) ) () ( )( , ) ( , ),
m m m m m m

i i i i i i
C C C C C CV s s V s s∗ ∗ ∗

− −≥

where ( ) ( )) * ) * ) ) ) * )( ( ( ( ( (,  and  ,
m m m m m mC
i i i i i i

C C C C CV s s V s s− −  are the cooperative payoff (the sum of the payoffs the members get in the game) 

of coalition Cm in strategic situations ( )(* ) * )( ,
m m

i
C
i

Cs s−  and ( ))(*( ) , ,
m m

i i
C Cs s−  respectively.

If ( ) ( )( ( ( (* () * ) ) ) ) * )(, , ,
m m m m m mC C C C C C
i i i i i iV s s V s s− −>  in the virtual game of player i, compared with strategic combination )( ,

mC
is  when 

equilibrium strategic combination * )(  
mC
is , is adopted by coalition Cm, the distribution scheme of coalition Cm will inevitably 

lead to an improvement of the cooperative payoff distribution of player i while the cooperative payoff distributions 
of other coalition members at least remain unchanged. Comparing to the strategic combination )( ,

mC
is  when equilibrium 

strategic combination * )(  
mC
is  is adopted, the cooperative payoff distributions of all the coalition members can get a Pareto 

improvement. Therefore, for player i, the equilibrium strategic combination * )(  
mC
is  in his virtual game is the optimal 

choice, which maximizes his expected cooperative payoff distribution.
Theorem 1 shows that in the virtual game of any player i, the optimal strategic combination choice of the 

coalition he belongs to under the criterion of maximum expected cooperative payoff distribution of his own (individual 
rationality) and the optimal strategic combination choice under the criterion of maximum expected cooperative payoff 
of the coalition (collective rationality) are just the same. However, even if player i follows the criterion of maximum 
expected cooperative payoff of the coalition and able to find the optimal strategic combination choice of the coalition in 
his virtual game, this does not mean that the optimal strategic combination choices of the coalition that all the coalition 
members find in their respective virtual games are the same. Because the information sets of the coalition members are 
different, the equilibrium strategic combination choices under the criterion of maximum expected cooperative payoff of 
the coalition, which they find, are necessarily different.

If the optimal strategic combination choices that the coalition Cm, “should” adopt in the virtual games of the 
coalition members are different, that is, the members’ estimations of the optimal strategic combination of the coalition 
are different, what strategic combination should coalition Cm adopt? Obviously, the coalition cannot only adopt the 
“optimal” strategic combination in some members’ virtual games; at the same time, no mixed strategic combination can 
maximize the expected utilities of all members.
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What is the public choice of the strategic combination of some coalition Cm, if the optimal mixed strategic 
combinations of the coalition that members get in their virtual games are different? There is no doubt that if a coalition 
has its own private owner, the right to choose the strategic combination of the coalition must belong to its owner. 
However, if the private ownership of a coalition is not introduced, or if the ownership of a coalition is public and its 
decision-making rule is unanimous, in the public choice game of the coalition’s strategic combination, all the coalition 
members must agree on the same public choice.

Denote the strategic combination set of coalition Cm as .
mCS   Assuming that in the virtual game of any member i, the 

Nash equilibrium of the non-cooperative game among coalitions is ( )) (* *( ), ,
m m

i i
C Cs s−  at this point, when coalition Cm adopts 

some strategic combination .
mCS , the expected cooperative payoff of coalition Cm is ( ))( ( () * )( ) , .

m m m m m

i i i
C C C C CV s V s s−=  Therefore, 

we can get a public choice game in which the player set is comprised of all the members of coalition Cm, and the 
strategy set of each member is .

mCS  Before we analyze the equilibrium public choice *
mCs  in the public choice game on the 

strategic combination choice of coalition Cm, first we examine any coalition member i’s, estimation of the cooperative 
payoff distribution scheme of coalition Cm, in the equilibrium public choice *

mCs  in his virtual game.
In the public choice game on the strategic combination choice of coalition Cm, each coalition member has the same 

strategy set, the coalition’s strategic combination set .
mCS  Since the target of the expected cooperative payoff distribution 

of each coalition member is consistent with the goal of the expected cooperative payoff of the coalition, in the public 
choice game on the strategic combination choice of coalition Cm, the goal of any member i is to maximize the expected 
cooperative payoff of coalition ( )) ) *( ( )( ,)( ,,

m m m m mm C C C C C
i i iC V s V s s−=  that is to say, any member i regards the cooperative payoff 

function as his own payoff function in the public choice game on the strategic combination choice of coalition Cm. 
Since in the virtual game of any coalition member, when the expected cooperative payoff of the coalition he belongs 
to is maximized, his cooperative payoff distribution is maximized too. Therefore, in the public choice game 

mCΓ
 under 

unanimity rule on the strategic combination choice of coalition Cm, the payoff function of each player, that is, his 
expected cooperative payoff distribution, can be replaced by the expected cooperative payoff of the coalition.

Theorem 2 In coalition situation c of an information asymmetric cooperative game with agreements implemented 
by a third party, assume that the equilibrium public choice in public choice game 

mCΓ  under unanimity rule on the 
strategic combination choice of coalition Cm is *

mCs , and in the virtual game of any member i, in the Nash equilibrium 
( )(* ) * )( ,

m m

i
C
i

Cs s−  of the non-cooperative game among coalitions, member i’s estimation of the expected cooperative payoff 

of coalition Cm is ( )) *( ( ) )(*, ,
m m m

i i i
C C CV s s−  then member i’s estimation of his expected cooperative payoff distribution in public 

choice game 
mCΓ  is:

( ) ( ) ( )*( ( ( ( () * ) ) ) ) ) )( ()
1

(1 , , , , 1, 2, , ,
m m m m m m m m m

j j j j j i iK
i C C C C C

i
C C C Cj

x V s s V s s V s s i K
K

° ° ° °
− − −=

 = − + = ∑ 

where K is the number of the members of coalition ( )) )( ( , ,
m mm C
j

C
jC s s° °

−  is the situation when the coalition members fail 
to reach any agreement on the public choice of the strategic combination of coalition Cm and the coalition dissolves, 

( )() )( ) (,
m m m

j j
C C

j
CV s s° °

−  is the “cooperative” payoff of coalition Cm in situation ( )) )( (,
m mC
j j

Cs s° °
−  in the virtual game of player j.

Proof. In public choice game 
mCΓ  under unanimity rule on the strategic combination choice of coalition Cm, all 

the players (that is, all the members of coalition Cm) form the only cooperative coalition. All the coalition members 
must reach an agreement in order to obtain the cooperative payoff surplus ( ) ( )) * * )( ( ()( () )

1
, , .

m m m m m m

K j j j j j
C C C C C Cj

V s s V s s° °
− −=

 − ∑  If 

any member withdraws from the coalition, the entire cooperative payoff surplus of the coalition disappears. Therefore, 
we define the coalition’s cooperative payoff surplus ( ) ( )() * * ) )( ( ) )( (

1
, ,

m m m m m m

K j j j j j
C C C C C Cj

V s s V s s° °
− −=

 − ∑  as the common payoff of 

all coalition members, according to the distribution rule of common payoff Chen [5], the expected cooperative payoff 
distribution of each member is:

1,  2,  ...,  .i K=( ) ( )*( ( () * ) ) )( )
1

(1 , , , 1, 2, , .
m m m m m m

K j j j j j
i C C C C C Cj

y V s s V s s i K
K

° °
− −=

 = − = ∑ 
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When member i, withdraws from the coalition, the escape payoff (reservation distribution) he gets, is:

( )) ) )( ( (, , 1, 2, , .
m m m

i i i
i C C Cw V s s i K° °

−= = 1,  2,  ...,  .i K=

Therefore, the total expected cooperative payoff distribution of member i is:

( ) ( ) ( ) ( )) ( (( ) * *( ( ) ( ) ) )
1

( )1 , , , , 1, 2, , .
m m m m m m m m m

K jj j j j i i i
i C C C C C C C C Cj

x V s s V s s V s s i K
K

° ° ° °
− − −=

 = − + = ∑ 1,  2,  ...,  .i K=

After examining the cooperative payoff distribution scheme in the equilibrium situation of the public choice game    

mCΓ  under unanimity rule, we will analyze the Nash equilibrium of the public choice game.
Theorem 3 In coalition situation c of information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements 

implemented by a third party, in the public choice game under unanimity rule on the strategic combination choice of 
coalition Cm, the Nash equilibrium of the public choice game is:

( )
argmax

* arg (max * )

1

( ) ,,
m C m m m m mm

Cm

K
i

C s C C C C C
is

s TV s V s s−
=

= = ∑  

where K is the number of members of coalition ) (, 
m mm C CC TV s  is the sum of the estimations of the cooperative payoff of 

the coalition in the virtual games of all the coalition members.
Proof. Under unanimity rule, in the Nash equilibrium *

mCs  of public choice game 
mCΓ  on the strategic combination 

choice of coalition Cm (in which the player set is member set M of coalition Cm, the strategy set of each player is the 
coalition’s strategic combination set ,

mCS  and the payoff function of each player is his estimation of the cooperative payoff 
of the coalition in corresponding coalition situation c), the expected cooperative payoff distribution of member i is:

( ) ( ) ( ))( ( ( ( () * * ) ) () ) )( ( )

1

1 , , , , 1, 2, , .
m m m m m m m m m

K
j j j j j i i i

i C C C C C C C C C
j

x V s s V s s V s s i K
K

° ° ° °
− − −

=

 = − + = ∑ 1,  2,  ...,  .i K=

In the virtual game of any player j, ( )() )( ) (,
m m m

j j j
C C CV s s° °

−  has nothing to do with the public choice of the coalition and in 

the virtual game of player i, ( )() )( ) (,
m m m

i i i
C C CV s s° °

−  has nothing to do with the public choice of the coalition.
In public choice game 

mCΓ  under unanimity rule on the strategic combination choice of coalition Cm, if ( )m ( (arg ax* ) * )
1

,
m m m m

Cm

K i i
C C C Cis

s V s s−=
= ∑ = 

( )m ( (arg ax* ) * )
1

,
m m m m

Cm

K i i
C C C Cis

s V s s−=
= ∑  is adopted by the coalition as the equilibrium public choice, the expected cooperative payoff 

distribution of member i,

( ) ( ) ( )( )(( ( ( () () * * ) ) ) ) ( ) )(
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is maximized. Therefore, for each coalition member, ( )m ( (arg ax* ) * )
1

,
m m m m

Cm

K i i
C C C Cis

s V s s−=
= ∑  is a Pareto improvement of all other 

public choices. For any member i,
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≥

∑

That is, all the coalition members have no motivation to break away from equilibrium *
mCs . Therefore, *

mCs  is the 
equilibrium of the public choice game 

mCΓ  under unanimity rule on the strategic combination choice of coalition Cm.
The above rule for public choice is easy to understand, but the distribution scheme of the expected cooperative 

payoff is not realistic. In the case of public choice, if some member i makes decision according to his own information 
set, he certainly thinks that his estimation of the strategic combinations of other coalitions is correct, but in order to 
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achieve the equilibrium of the public choice game, he must pay the price for other coalition members’ misjudgement. 
However, in the distribution process of the actual cooperative payoff of the coalition, a member who accurately judges 
the Nash equilibrium of the non-cooperative game among coalitions is unlikely to be willing to take responsibility for 
other members’ misjudgements. That is to say, even if he makes a concession in the public choice game, he will no 
longer compromise in the distribution process of the actual cooperative payoff. 

In the cooperative payoff distribution process of a coalition, a reasonable assumption for the distribution rule 
of cooperative payoff should be: each member should take responsibility for his own misjudgement, but not other’s. 
Therefore, we assume that this is a basic criterion for the distribution of the cooperative payoff of a coalition in an 
information asymmetric cooperative game, and this criterion is a common knowledge of all players. According to this 
assumption, even if the equilibrium of the public choice game 

mCΓ  under unanimity rule on the strategic combination 
choice of coalition Cm is ( )x (argma* ) * )

1
( ,,

m m m m
Cm

K i i
C C C Cis

s V s s−=
= ∑  the expected cooperative payoff distribution of member i is 

still the expected cooperative payoff distribution, ( )(* )( (* ) * ) , ,
m m

i i i
i C Cx s s−  corresponding to the expected cooperative payoff is 

( ) ( )) * ) ) * )( ( ( (,
m m m m m

i i i i
C C C C CV s V s s−=  of coalition Cm in this virtual game. Since member i, believes in his own information set, he 

will believe that his judgment of the Nash equilibrium of the non-cooperative game among coalitions is correct.

3.3 Equilibrium of the public choice game on strategic combination choice of a coalition in
member i1’s virtual game in coalition situation c

Now, we will examine the member 
111’s )( kii C∈  virtual non-cooperative game { } { }( )1 1 1 1 1

1 1 1 1

( ) ( ) ( ) ( ) ( )) , , , ,  (
k k k k

i i i i i
C C C Cc N S S TV TV− −Γ  

among coalitions in coalition situation c, where TV is the sum of the expected cooperative payoffs of all the members of 
a coalition under some strategic combination. Since the maximum number of expected cooperative payoff distribution 
of a member is consistent with the coalition’s maximum expected cooperative payoff, the goal of the coalition’s public 
choice is to maximize the sum of the expected cooperative payoffs of all the coalition members in the coalition’s public 
choice game on the strategic combination choice. Therefore, in the virtual game of member i1, each coalition aims at its 
maximum sum of the expected cooperative payoffs of all its members. 

Given the coalition situation c, the coalitions in the cooperative game and their members, after player i1 
has obtained information about other players, estimated other players’ strategy sets, payoff functions and virtual 
games, utilizing his own strategy set and payoff function, he can make up his virtual non-cooperative game 

{ } { }( )1 1 1 1 1

1 1 1 1

( ) ( ) ( ) ( ) ( )) , , , ,  (
k k k k

i i i i i
C C C Cc N S S TV TV− −Γ  among coalitions, which is called the virtual game of player i1 in coalition 

situation c, or is denoted as virtual game 1( ) ).(i cΓ
Next, we will review the decision-making process of any player i1.
Virtual game of player i1 in coalition situation c. After player i1 111’s )( kii C∈  obtained information about other players, 

estimated other players’ strategy sets, payoff functions and virtual games, utilizing his own strategy set and payoff 

function, he can make up a virtual non-cooperative game { } { }( )1 1 1 1 1

1 1 1 1

( ) ( ) ( ) ( ) ( )) , , , ,  (
k k k k

i i i i i
C C C Cc N S S TV TV− −Γ  among coalitions C1, C2, 

Ck1
, ..., Cn. Player i1 clearly understands that the coalition’s final public choices are not involved in the Nash equilibrium 

of this non-cooperative virtual game, because the information base of any other player, is not the same as player i1’s 
information set. That is to say, the Nash equilibrium of the virtual game of player i1 is not the Nash equilibrium of non-
cooperative game { } { }( )1 1 1 1 1

1 1 1 1

( ) ( ) ( ) ( ) ( )) , , , , .(
k k k k

i i i i i
C C C Cc N S S TV TV− −Γ

In coalition situation c, the optimal strategic combination choice of coalition Ck1 which maximizes player i1’s 
expected cooperative payoff distribution is the optimal solution to his virtual non-cooperative game among coalitions 
C1, C2, Ck1, ..., Cn in coalition situation c. In the virtual game of player i1 the optimal strategic combination that coalition 
Ck1 should adopt is the solution to the following optimization problems:

 
( )1 1 1

1(
1

1

)
1 1

*(ma ( ) )x ) ( .,i k k kCk

i i i
C C CS

V s s−

Therefore, 
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( )1 1 1 1
11 1 1
1

( )
1

) (m ) (a ) )*( *(arg x
 

,,ik k k kCk

i i i i
C C C CS

s V s s−=

where 1

1

)*(
k

i
Cs  is the strategic combination that coalition Ck1 “should” be adopted in player i1’s virtual game, 1

1

)*(
k

i
Cs−  stands for 

the strategic combinations that other coalitions adopt in the Nash equilibrium of player i1’s virtual game.
According to the analysis above, coalition Ck1

’s strategic combination is not determined by player i1, but by the 
coalition’s public choice game. Therefore, in the virtual game of player i1, the public choice of the coalition’s strategic 
combination is the solution to the following optimization problems:

 

( ) ( ) { }
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1( ) ( )
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1 1 1 11, ,1 11 1
1

)

1

)

( ) ( )( ) ( ) )

) ( )( ) (

, ,, *( ,
1 11

*( , ,

1

max max , , , 1, 2, ,

argmax argmax

k k

i C i Ck k k k kk k
C Ck k

k k

k k k ki C i Ck k
C Ck k

Ki C i Ci i q i q
C C C C C k kqs s

Ki C i Ci
C C C Cq

s s

TV s V s s q C C K

s TV s V

−=

=

= ∈ =

= =

∑

∑



( )11 1 1 1 1

1 1

( )) ),, *( ,,k

k k

i Ci q i q
C Cs s−

( ) ( ) { }

( )
1( ) ( )

(

11 11 1 1 1 1 1 1

, , 1 11 11 1 1 111 1
1 1

1

(

1 11 1 1

1 1 1 11, ,1 11 1
1

)

1

)

( ) ( )( ) ( ) )

) ( )( ) (

, ,, *( ,
1 11

*( , ,

1

max max , , , 1, 2, ,

argmax argmax

k k

i C i Ck k k k kk k
C Ck k

k k

k k k ki C i Ck k
C Ck k

Ki C i Ci i q i q
C C C C C k kqs s

Ki C i Ci
C C C Cq

s s

TV s V s s q C C K

s TV s V

−=

=

= ∈ =

= =

∑

∑



( )11 1 1 1 1

1 1

( )) ),, *( ,,k

k k

i Ci q i q
C Cs s−

{1, 2, ···, K1}

where K1 is the number of members of coalition Ck1.
That is to say, player i1’s estimation of ( )11 1

1 1

( ),( ) k

k k

i Ci
C CTV s  the sum of the expected cooperative payoff of coalition 

1 11( )k kC i C∈  of all the members in player i1’s virtual game depends on player i1’s estimation of any member q1’s, 
estimation of the equilibrium strategic combinations 1 1

1

)*( ,
k

i q
Cs−  of other coalitions, that rely on player i1’s estimation of the 

virtual game of any member q1, of coalition 
1
:kC−
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Player i1’s estimation of the equilibrium public choice of strategic combination of coalition Ck1
 he belongs 

to, depends on player i1’s estimation of all the coalition members’ estimations of the equilibrium public choice of 
strategic combination of any other coalition 

2 2 1
( );k k kC C C≠  and any other member q1’s estimation of the equilibrium 

public choice of strategic combination of any other coalition Ck2
 depends on member q1’s estimation of any member 

q2’s 
2 2 12 )( ,k k kq C C C∈ ≠  estimation of the equilibrium public choice of strategic combination of any other coalition 

3 3 2
( )k k kC C C≠ .

At this point, the virtual game of player i1 enters the second and third-level.
By analogy, we can get the first level, the second level and the r-th level virtual game of player i1 in coalition 

situation c of the information asymmetric cooperative game with agreements implemented by a third party.
Player i1’s first level, second level, and r-th level virtual games in coalition situation c. Player i1’s first level virtual 

game in coalition situation c includes his estimation of the virtual games of all the members of coalition Ck1
. His first 

level virtual game in coalition situation c is shown as follows:
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Player i1’s second level virtual game in coalition situation c is shown as follows:
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Player i1’s third level virtual game in coalition situation c is shown as follows:
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Player i1’s r-th level virtual game in coalition situation c is shown as follows:
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Equilibrium of player i1’s virtual game in coalition situation c. For the p-th level virtual game of player i1 in 
coalition situation c, 
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virtual game of player i1 is the Nash equilibrium of the non-cooperative information symmetric cooperative game 
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i iN S uΓ   with agreements implemented by a third party among coalitions in coalition situation c. 

By backward induction, from the (p-1)-th level virtual game to the first level virtual game, we can finally get player i1’s 
estimation of the public choice of strategic combination of the coalition he belongs to in his virtual game, and also his 
estimation of the public choices of strategic combination of all other coalitions.

3.4 Distribution of the expected cooperative payoff of a coalition in its member i1’s virtual game
in coalition situation c 

The optimal strategic combination 1
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)*(
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Cs  of coalition Ck1

 in player i1’s virtual game is not necessarily equal to the 
equilibrium public choice of strategic combination 1 1
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( )* , k

k

i C
Cs  of the coalition, except for special situations. That is to say, 

according to player i1’s information set, the optimal strategic combination of the coalition is not necessarily equal to the 
public choice of strategic combination of the coalition.

Next, we will analyze the distribution scheme of the expected cooperative payoff of coalition Ck1
 in player i1’s 

virtual game in coalition situation c of the information asymmetric cooperative game with agreements implemented 
by a third party. According to player i1’s information set, the optimal strategic combination that coalition Ck1

 should 
adopt is 1

1

)*(
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Cs , but the equilibrium public choice of strategic combination of the coalition is 1 1
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(1) Assume that all coalition members are not responsible for their own misjudgements. Assume that the members 
of some coalition are not responsible for their misjudgements of the equilibrium strategic combinations of other 
cooperative coalitions, the distribution of the coalition’s cooperative payoff ( )1 11 1 1
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−  should be based on the 
cooperative payoff distribution rule in the unallied bargaining game of the coalition, as shown in Chen [5].

According to player i1’s information set, in coalition situation c of the information symmetric cooperative game 
with agreements implemented by a third party, when the coalition-choosing strategies of other players remain unchanged 
with player 

11 1( )kq q C∈  withdraws from coalition Ck1
 and joins another cooperative coalition 

1
,( )a a kC C C≠  new coalition 

situation ( )11 2,  ,  ,  ,  ,  q nc c c c a c′ ′= =   will be formed. In two different coalition situations c and c', denote the 
corresponding cooperative payoffs of coalition Ck1
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C CV c V c′  and the corresponding cooperative payoffs of 

coalition Ca as ( ) ( ) ( ) ( )( )1 1,  
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C CV c V c′  respectively.

Thus, defining the maximum value of the marginal contributions of player q1 to all possible target coalitions when 
he withdraws from coalition Ck1

 which player q1 belongs to and join any other coalition in coalition situation c as the 
escape payoff of player q1 in coalition situation c:
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In coalition situation c, when the coalition-choosing strategies of other players remain unchanged, if player q1  

decides to withdraws from coalition Ck1
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marginal contribution of player q1 to coalition Ck1
 in coalition situation c.
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 composed of members 1 2, , , kq q q  is a subset of coalition member set M of 
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where 1

, , ,1 2

( )
q q qk

i
MV



 is player i1’s estimation of the cooperative payoff of coalition Ck1
 when the rest of the members 

(other than those in member set 
1 2, , , kq q qM



) withdraw from the coalition and join the same coalition as a whole to 
maximize their escape payoff, while members of other coalitions keep their coalition-choosing strategies unchanged, 

1

1 2

( )
) , , ,( ( )

k

i
j q q qMδ∑



 is the sum of the common payoffs of all the j-member subsets of member set 1

1 2

( )
, , , 1,

k i

ik
q q q i qM w=∑



 is the 
sum of the escape payoffs of all the members in member set 

1 2, , , kq q qM


.
According to the distribution rule in an unallied bargaining game Chen [5], if coalition Ck1

 adopts the strategic 
combination 1

1

)*(
k

i
Cs , player i1’s estimation of the cooperative payoff distribution of another member q1 of coalition Ck1

 is:

( ) 1 11 1 1 1 1 1 1

1 1 1 1 11 1
11 1

) 1* *
11 1 ,  ,

( ) ( ) ( ) ( ) ( ( )
,  1, 2, ,

)

1

( .1 1
3

( ( 1) ( ),
2

)
k k

K K ji i i i i i i
kj jq C C q q j q j k K

k qj q j q

x s s w M M M
K

δ δ δ
−
== =−
≠≠ ≠

= + + + +∑ ∑ ∑ 



	  
According to player i1’s information set, in coalition situation c of the information asymmetric cooperative 

game with agreements implemented by a third party, if coalition Ck1
 adopts the strategic combination 1

1

)*(
k

i
Cs , when the 

cooperative payoff ( )1 1 1

1 1 1

( ) ( ) ( )* *,
k k k

i i i
C C CV s s−  of coalition Ck1

 is distributed according to the above distribution rule, the expected 
cooperative payoff distribution of player i1 is:

( ) ( )1 1 11 1 1 1 1 1

1 1 1 1 11 1
11 1

1* *
11 1 ,  , ,  1, 2, ,

( ) ( ) ( ) ( ) (

1

) ( )1 (1 1, .( ) ( ) )
2 3k k

K K j ii i i i i i
kj ji C C i i j i j k K
k ij i j i

x s s w M M M
K

δ δ δ
−
== =−
≠≠ ≠

= + + + +∑ ∑ ∑ 



After coalition Ck1
 decided its strategic combination in its public choice game, that is, when the coalition adopts 

strategic combination 1 1

1

( )* , k

k

i C
Cs  player i1’s expected cooperative payoff distribution in coalition situation c is:

( ) ( ) ( ) ( )( ) ( )1 1 1 1 11 1 1 1 1 1 1

1 11 1 1 1 1 1

)( ) ( ) )*( , * , * ,* * *
1

1

( ) ( ) ( ( )1) , , , .( k

k k k k k k

K i C i i j i ji i i i i i
i j C C j C C i C Cj

x c u s s u s s x s s
K − − −=

 = − +  ∑

where ( ) ( )1 11 1 1 1 1 1

1 1 1 1

*( , * *) ( , ) *( ,
1

)( ) ( ( ) )

1

1 , ,k

k k k k

K i Ci i i i j i j
j C C j C Cj

u s s u s s
K − −=

 −  ∑  is the expected loss of his cooperative payoff distribution due to 

the coalition’s misjudgement in the public choice game.
(2) Assume that all the members of a coalition are responsible for their own misjudgements. Assume that all the 

members of a coalition are responsible for their own misjudgements of the equilibrium strategic combination choices 
of other cooperative coalitions, a coalition member who believes in his judgment will require the coalition distributes 
its cooperative payoff in a “correct” way, and he should not be responsible for other coalition members’ misjudgements. 
Herein, the so-called “correct” distribution way of the coalition according to his point of view is that he should get the 
“correct” cooperative payoff distribution when the coalition adopts the “correct” strategic combination according to his 
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“correct” judgment.
According to the assumption above, considering that a coalition member i1 believes in his judgment of the 

equilibrium strategic combination choices of other cooperative coalitions, the expected cooperative payoff distribution 
of member i1 of coalition Ck1

 “should” be:

( )1 1 1 1

1 1 1 1

( ) ( ) ( ) (* * ) .( ) ,
k k

i i i i
i i C Cx c x s s−=

Obviously, it is a more reasonable assumption that all the members of any coalition are responsible for their own 
misjudgements.

3.5 Coalition equilibrium of the virtual game of player i1

Assume that all the members of a coalition must be responsible for their own misjudgements, according to 
the analysis above, in the virtual game of player i1, in coalition situation c, player i1’s expected cooperative payoff 
distribution is ( )1 1 1 1

1 1 1 1

( ) ( ) ( ) (* * ) .( ) ,
k k

i i i i
i i C Cx c x s s−=

In the virtual game of player i1, the player estimates his own expected cooperative payoff distribution and the 
expected cooperative payoff distributions of other players. According to the first level of the virtual game of player i1,

( )1 1 1 1 1 1 1 1

11 1 1 1( ,1 1
1

)

) ) ), )*( , ( ( , *( ,
1 .argmax , , 

k k k ki q
Ck

i q i q i q i q
C C C C k

s
s V s s q C−= ∈

On the basis of his information set, player i1’s estimation of the strategic combination choice of coalition Ck1
 that 

its member, q1 thinks the coalition “should” adopt is 1 1

1

*( , )
k

i q
Cs , because it is the only “correct” choice in member q1’s virtual 

game.
According to the second level virtual game of player i1,

( )
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1 11 1 2

2 2
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2 2( , ,1 1 2
2
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On the basis of his information set, player i1’s estimation of member q1’s estimation of the strategic combination 
choice of any other coalition 

2 2 1
( )k k kC C C≠  is 1 1 2

2

*( , ), .k

k

i q C
Cs  Obviously, if in the cooperative payoff distribution process of 

coalition Ck1
, member q1 should not be responsible for other’s misjudgement. According to the distribution rule proposed 

by Chen [5], player i1’s estimation of coalition member q1’s expected cooperative payoff distribution is:

( ) 1 11 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 11 1

1 1 1

1
( ) ( ) ( ) ( 1, * , * , , , ,

 ,  , ,  ,
) ( ) ( ) ( )

1, 2 ,1 1
1

1 1 1, ,( ) ( )
2

( )
3k k q q

K K ji q i q i q i q i q i q i
i C C j j k Kj j k

j q j
q

q k q

x s s w M M M
K

δ δ δ
−

− = = =
≠ ≠ ≠

= + + + +∑ ∑ ∑ 



where 1 1

1

( ),  i q
qw  is the escape payoff of coalition member q1 in player i1’s estimation of member q1’s virtual game; δ(i1, q1)  

(Mq1, j, k) is the common payoff of member set Mq1, j, k in player i1’s estimation of member q1’s virtual game. 

According to the second level virtual game of player i1,

( )1 1 2 1 1 2 1 1 2 1 1 2

2 2 2 2( , ,1 1 2)

2

*( , , ( , , ( , , *( ,) ) ) ),argmax , .
k k k ki q q

Ck

i q q i q q i q q i q q
C C C C

s
s V s s−=

1 1 2

2

)*( , ,
k

i q q
Cs  is player i1’s estimation of the strategic combination of coalition Ck2

, which player q1 regards as the only 
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“correct” strategic combination choice of coalition Ck2
 according to player q1’s virtual game. If i1 = q1, 1 1 2 1 2

2 2

) )*( , , *( ,
k k

i q q i q
C Cs s=  

that is to say,  player i1’s estimation of player q1’s estimation of the “correct” strategic combination choice of coalition 
Ck2

 is 1 2

2

*( , ) .
k

i q
Cs

According to the third level virtual game of player i1,

( )

( )

1 1 2 31 1 2

3 3

1 1 2 31 1 2

3 3( , , ,1 1 2 3
3

1 1 21 1 2 3 3 1 1 2 3

1 23 3 33(

)

), , , 31 1 2 3
3

*( , , ,*( , ,

( , , ,( , ,

( , , ,, , , * , , ,

)

1 2 3

)

))

)( ) ( )

argmax

argmax , , , ,

k

k k

k

k ki q q Ck
Ck

k

k k kki q q Ck
Ck

i q q Ci q q
C C

i q q Ci q q
C C

s

i q q Ci q q q i q q q
C C C k k kq C

s

s s

TV s

V s s q C q C q C−∈

=

=

= ∈ ∈ ∈∑ 3
.

( )

( )

1 1 2 31 1 2

3 3

1 1 2 31 1 2

3 3( , , ,1 1 2 3
3

1 1 21 1 2 3 3 1 1 2 3

1 23 3 33(

)

), , , 31 1 2 3
3

*( , , ,*( , ,

( , , ,( , ,

( , , ,, , , * , , ,

)

1 2 3

)

))

)( ) ( )

argmax

argmax , , , ,

k

k k

k

k ki q q Ck
Ck

k

k k kki q q Ck
Ck

i q q Ci q q
C C

i q q Ci q q
C C

s

i q q Ci q q q i q q q
C C C k k kq C

s

s s

TV s

V s s q C q C q C−∈

=

=

= ∈ ∈ ∈∑ 3
.

( )

( )

1 1 2 31 1 2

3 3

1 1 2 31 1 2

3 3( , , ,1 1 2 3
3

1 1 21 1 2 3 3 1 1 2 3

1 23 3 33(

)

), , , 31 1 2 3
3

*( , , ,*( , ,

( , , ,( , ,

( , , ,, , , * , , ,

)

1 2 3

)

))

)( ) ( )

argmax

argmax , , , ,

k

k k

k

k ki q q Ck
Ck

k

k k kki q q Ck
Ck

i q q Ci q q
C C

i q q Ci q q
C C

s

i q q Ci q q q i q q q
C C C k k kq C

s

s s

TV s

V s s q C q C q C−∈

=

=

= ∈ ∈ ∈∑ 3
.

On the basis of his information set, player i1’s estimation of member q1’s estimation of the equilibrium public 
choice of strategic combination of another coalition 

3 3 2
( )k k kC C C≠  is 1 1 2

3

*( , ), .
k

i q q
Cs  If i1 = q1, according to player q1’s virtual 

game, 1 1 2 1 2

3 3

) )*( , , *( ,
k k

i q q i q
C Cs s= , player i1’s estimation of player q1’s estimation of the equilibrium public choice of strategic 

combination of coalition 
3 3 2
( )k k kC C C≠  is 1 1 2

3

*( , ), .
k

i q q
Cs

According to player i1’s estimation of player q2’s virtual game, player q2’s estimation of the equilibrium public 
choice of strategic combination of coalition Ck2

 is 1 2

2

*( , ) ,
k

i q
Cs  and his estimation of the equilibrium public choice of strategic 

combination of coalition Ck3
 is 1 2

3

*( , ) .
k

i q
Cs  If a coalition member should not be responsible for other members’ judgments, 

according to the distribution rule proposed by Chen [5], player q2’s will consider that the cooperative payoff distribution 
that he “should” get is: 
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Therefore, in player i1’s virtual game, in coalition situation c of the information asymmetric cooperative game with 
agreements implemented by a third party, player i1’s estimation of his expected cooperative payoff distribution and those 
of other players are respectively shown as follows:
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Thus, player i1 can get the estimations of the payoff functions of all the players in his virtual coalition-choosing 
game { } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  the equilibrium situation of non-cooperative game { } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  
is the coalition equilibrium of the information asymmetric cooperative game with agreements implemented by a 
third party, which is called the coalition equilibrium of the virtual cooperative game with agreements implemented 
by a third party of player i1. Herein, in the virtual coalition-choosing game { } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  of player 

i1, if the infeasible coalition situations are not removed, the Nash equilibrium of the virtual coalition-choosing game 

{ } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  of player i1 is not the coalition equilibrium of his virtual information asymmetry 
cooperative game with agreements implemented by a third party. In the coalition-choosing game, all the players must 
agree on their choices of the coalition situations, that is to say, in the coalition-choosing game, all the players play the 
same mixed coalition-choosing strategy at the same time. Therefore, the Nash equilibrium of player i1’s virtual coalition-
choosing game { } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  can be obtained through the way in which all the players play the same 
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mixed coalition situation-choosing strategies (with the same probability vector for all feasible coalition situations), 
and all the players will achieve their own maximum expected cooperative payoff distributions under the same mixed 
coalition-choosing strategy.

The Nash equilibrium c*(i1), of the virtual coalition-choosing game { } { }( )1 1 1 1

1 1 1 1

( ) ( ) ( ), ,, , , ,i i i i
i i i iN C C x x −

Γ − −Γ  of player i1 is 
not the real Nash equilibrium of the coalition-choosing game of the information asymmetric cooperation game with 
agreements implemented by a third party, or it is not the real coalition equilibrium of the information asymmetric 
cooperation game with agreements implemented by a third party, because player i1 does not have the complete 
information.

When all the players form their virtual coalition-choosing games of the information asymmetric cooperative game 
with agreements implemented by a third party respectively on the basis of their own information sets, they often get 
different estimations of the coalition equilibrium, that is, usually,

1 1*( *) )( .i ic c −≠

At this point, the information asymmetric cooperative game with agreements implemented by third party finally 
reaches its coalition equilibrium. If the information sets of the players refer to their final information sets before the 
actual coalition equilibrium of the information asymmetric cooperative game with agreements implemented by third 
party is reached, it is obvious that:

 
1 1*( *) )( *.i ic c c−= =

3.6 Unallied bargaining game of a coalition and the distribution of its cooperative payoff

If information is still asymmetric after the information asymmetric cooperative game with agreements implemented 
by a third party is completed, there is no equilibrium in the bargaining game of each coalition about the distribution 
scheme of its cooperative payoff, thus there is no coalition equilibrium in the information asymmetric cooperative 
game with agreements implemented by a third party. Therefore, in this section, we only analyze the cooperative payoff 
distribution process of a coalition in the case of information symmetry among all players after the completion of the 
information asymmetric cooperative game with agreements implemented by a third party. Herein, we assume that 
coalition members are not allied in the bargaining game of the coalition.

After the information asymmetric cooperative game reaches its coalition equilibrium c*, the expected cooperative 
payoff distribution that any player k1 gets from coalition Ck (in which the number of the members is m) which he belongs 
to is 1

1 1

*
1

( ) ,( )( ).k
k k kx c c k k C= ∈  Assume that each member should be responsible for their own misjudgement in the actual 

cooperative payoff distribution process, the expected cooperative payoff distribution that player k1 get from coalition Ck 
is ( )1 1 1 1

1 1

*( ) ( ) ( )* ) (*, .( )
k k

k k k k
k k C Cx c x s s−=

But, as a member of coalition Ck , the expected cooperative payoff distribution ( )1 1 1 1

1 1

*( ) ( ) ( )* ) (*, .( )
k k

k k k k
k k C Cx c x s s−= that player k1 assumed to 

receive from coalition Ck is not the final actual cooperative payoff distribution. Member k1 is not necessarily correct 
in estimating the strategic combination choices of other coalitions in the non-cooperative game among coalitions. The 
equilibrium public choice of coalition Ck’s strategic combination as the optimal response to other coalitions’ strategic 
combination choices is not necessarily correct too. The final equilibrium strategic combinations of other coalitions do 
not necessarily appear in the strategic situation corresponding to the equilibrium public choice of strategic combination 
of coalition Ck .

Assume that in coalition equilibrium c* of the information asymmetric cooperative game with agreements 
implemented by a third party, the equilibrium public choice of strategic combination of coalition Ck is * ,

kCs  while

( )1 1

1

(*( )* )
1

argmax argmax , ,( )
k k k k k k

C Ck k

m q q
C C C C C Cqs s

s TV s V s s−=
= = ∑

denote the actual strategic combinations that other coalitions adopt as * .
k

T
Cs−  After the game is completed, the actual 

cooperative payoff of coalition Ck is:
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( ) ( )* * * *, , .
k k k k k

k

T T
C C C i C Ci C

V s s u s s− −∈
=∑

This cooperative payoff is the one that coalition Ck can ultimately use for distribution. It is not necessarily equal to 
the sum of the expected cooperative payoff distributions of all the coalition members. Due to information asymmetry, 
the equilibrium public choice of strategic combination of coalition Ck is not the optimal response to the equilibrium 
public choices of strategic combination of other coalitions, * .

k

T
Cs−  How does the actual cooperative payoff of coalition 

Ck, or, its actual cooperative payoff surplus (which is the difference between the actual cooperative payoff of coalition 
Ck and its cooperative payoff when the coalition members’ judgments of the strategic choices of other coalitions are not 
correct), be distributed among all its members?

If all the coalition members’ judgments of the strategic combinations ultimately adopted by other coalitions are 
correct, the maximum cooperative payoff that coalition Ck can be obtained is: 

( ) ( )
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* *

** argmax * argmax *

max , max , ,
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Therefore, if ** * ,
k kC Cs s≠  the actual cooperative payoff of coalition Ck is less than the above maximum cooperative 

payoff that coalition Ck can obtain when all the coalition members’ judgments of the strategic combinations ultimately 
adopted by other coalitions are correct. The cooperative payoff surplus

( ) ( ) ( ) ( )* * ** * * * ** *, , , , 0,
k k k k k k k k k k kk k

T T T T
C C C C C C C i C C i C Ci C i C

Gap V s s V s s u s s u s s− − − −∈ ∈
= − = − ≤∑ ∑

is caused by coalition Ck’s misjudgement of its equilibrium public choice of strategic combination. The misjudgement 
is caused by the coalition members’ misjudgements of the equilibrium public choices of strategic combination of other 
coalitions. Therefore, in the cooperative payoff distribution process of surplus GapCk

, of coalition Ck, each member 
should be responsible for their own misjudgement of the equilibrium public choices of strategic combination of other 
coalitions.

In coalition equilibrium c*, if all judgments of the equilibrium public choices of strategic combination of other 
coalitions by the members are correct, the equilibrium public choice of strategic combination of coalition Ck, should be 

** * .
k kC Cs s≠  At this time, the coalition Ck’s cooperative payoff is ( ) ( )* * * *, , .

k k k k kk

T T
C C C i C Ci C

V s s u s s− −∈
=∑  How is this cooperative 

payoff of coalition Ck distributed among its members? If after the game is completed and there are no information 
asymmetry, when coalition members are not allied in the bargaining game, according to Chen [5], the cooperative payoff 
of coalition Ck will be distributed among its members according to the distribution rule in the corresponding information 
symmetric unallied bargaining game:
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 is the escape payoff of player 
1 1

** ** **
1 , , , 1, 2, ,,, and ( ) ( ) ( ), ,k j k j q mk M M Mδ δ δ




 are respectively the common 

payoffs of member sets 
1 1, , , 1, 2, ,, ,,k j k j q mM M M



  of coalition Ck .
If the judgments of all the members of coalition Ck of the equilibrium public choices of strategic combination of 

other coalitions are not correct, that is, *( ) ** , ,
k k

i
C C ks s i C≠ ∈  generally speaking,

* ** .
k kC Cs s≠

Correspondingly, ( ) ( )* * ** *, , .
k k k k k k

T T
C C C C C CV s s V s s− −≠  Then, coalition Ck’s cooperative payoff ( ) ( )* * ** *, ,  

k k k k k k

T T
C C C C C CV s s V s s− −− can be 

regarded as the “cooperation” result of the members of coalition Ck starting from strategic combination ** ,
kCs  and through 

the misjudgements of the equilibrium public choice of strategic combination of coalition Ck, and the equilibrium public 
choices of strategic combination of other coalitions. The distribution of the cooperative payoff ( ) ( )* * ** *, ,  

k k k k k k

T T
C C C C C CV s s V s s− −− should be 
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based on the distribution of the cooperative payoff ( ) ( )* * ** *, ,  
k k k k k k

T T
C C C C C CV s s V s s− −−  with an additional distribution of the “cooperative” 

payoff ( ) ( )* * ** *, ,  
k k k k k k

T T
C C C C C CV s s V s s− −−  which is caused by the misjudgements of the members of coalition Ck .

For any member k1 of coalition Ck, when he withdraws from “cooperative” state ** ,
kCs  to state ( )1
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if member k1 misjudges but other members still keep their judgments correct, the loss of the cooperative 

payoff of coalition Ck shall obviously be the responsibility of member k1, which is member k1’s escape payoff in the 
“cooperation” of misjudgement. When member k1 escapes, coalition Ck’s strategic combination choice is:
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where 
1

* ( )
kC ks EM  stands for coalition Ck’s strategic combination choice after member k1 escapes. The escape payoff of 

member k1 is:
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If members k1 and k2 escape at the same time, coalition Ck’s strategic combination choice is:
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The common payoff of members k1 and k2 is:
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When all the members in member set 
1 2, , ,  

ik k kM …  escape, coalition Ck’s strategic combination choice is:
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The common payoff of member set 
1 2, , , ik k kM …  is:
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where *
1 j

i
kj

w
=∑  is the sum of the escape payoffs of all the members in member set 

1 2 1 2(, , , ) , , ,, ( )
i ik k k j k k kM Mδ… …∑  is the sum 

of the common payoffs of all the j-member subsets of member set 
1 2, , , .

ik k kM …

The cooperative payoff distribution that member k1 gets from the misjudgement “cooperation” is:
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And the actual total cooperative payoff distribution that member k1 gets is:
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where 
1

**
kx  is the cooperative payoff distribution got by player k1 when the judgments of the equilibrium public choices 

of strategic combination of other coalitions by all members are correct. 
1

*
kx  is the cooperative payoff distribution that 

member k1 gets from the misjudgement “cooperation”.
When the game is completed, there may still be information asymmetry among players, and information asymmetry 

may still exist among the members of coalition Ck . At this point, after the game is completed, the members of coalition 
Ck will modify their information set and re-send signals, the purpose of such a signal is obviously a larger cooperative 
payoff distribution from coalition Ck .

If there is still information asymmetry among the members of coalition Ck in the unallied bargaining game which 
determines the cooperative payoff distribution scheme ( ) ( )* * * *

1
, ,

k k k k k

mT T
C C C i C Ci

V s s u s s− −=
= ∑  of the coalition, there exists no 

Nash equilibrium in the unallied bargaining game. Assume that for any member k1, according to his information set, 
the Nash equilibrium of the unallied bargaining game is 1 1 1*( * )

1
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 where 1 1 1*( * )
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 is the threat-point of any 
member i in the virtual bargaining game of member k1. Thus, for any two members k1 and k2 usually,

1 2) )*( *( .k k
i ix x≠

Therefore, if information is still asymmetric after the game is completed, the members of coalition Ck cannot agree 
on the distribution of the cooperative payoff of coalition Ck .

Similarly, in the bargaining game on the distribution of “cooperative” payoff ( ) ( )* * ** *, ,
k k k k k k

T T
C C C C C CV s s V s s− −−  brought 

by the misjudgement of “cooperation”, since the information set of each member is different, for any two members k1 
and k2 usually,

1 2) )**( **( .k k
i ix x≠

Coalition members may also be unable to reach the Nash equilibrium of the unallied bargaining game on the 
distribution of “cooperative” payoff brought about by the misjudgement “cooperation”.

In general, for any two members k1 and k2 usually,

1 1 2 2*( **( *( *) *) )() .k k k k
i i i ix x x x+ ≠ +

If there is still information asymmetry among the coalition members in the unallied bargaining game on the 
distribution of the cooperative payoff of the coalition, there is no Nash equilibrium in the unallied bargaining game on 
the distribution of the cooperative payoff.
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In real cooperative games, there are numerous examples of the difficulty in achieving the equilibrium of an unallied 
bargaining game on the distribution of the cooperative payoff under information asymmetry. The simplest example is the 
bargaining game between a tourist and a hawker on commodity prices. Even if both parties understand that cooperation 
is beneficial to both of them, the distribution of the cooperative payoff, that is, the price negotiation, often cannot reach 
the equilibrium because of the information asymmetry.

In an information asymmetric cooperative game with agreements implemented by a third party, when any player 
k1 decides his own coalition-choosing strategy, he follows the coalition-choosing criterion of maximum expected 
cooperative payoff distribution. Player k1’s expected cooperative payoff distribution that he gets from coalition Ck, 
according to his own virtual game, is 1

1

( )* .k
kx  If player k1 knows that in the distribution process of actual cooperative 

payoff ( )* *,
k k k

T
C C CV s s−  his expected distribution is not guaranteed, the coalition-choosing criterion of maximum expected 

cooperative payoff distribution is not equivalent to the coalition-choosing criterion of maximum actual cooperative 
payoff distribution. That is to say, if among members of coalition Ck, information is still asymmetric after the game 
is completed, the virtual games of coalition members cannot lead to the coalition equilibrium under the criterion of 
maximum expected cooperative payoff distribution.

According to the above discussion on the information asymmetric cooperative games with agreements implemented 
by a third party, we can reach the conclusions shown in Theorem 4 and Theorem 5.

Theorem 4 In information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a 
third party, assume that the information is symmetric after the game is completed and that the assumption is a common 
knowledge of all the players; there exists the mixed strategic Nash equilibrium in the unallied bargaining game of 
each coalition. At the same time, there exists a mixed strategic coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements 
implemented by a third party:
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Proof. Assume that information is symmetric after the game is completed, and that the assumption is common 
knowledge of all the players; in the virtual game of any player i, the unallied bargaining game of coalition C which he 
belongs to, will be an information of symmetric game. Therefore, the mixed strategic Nash equilibrium of this game 
exist Chen [5]. Moreover, since the game is a non-cooperative game in which the payoff functions of the players are 
continuous and quasi-convex, its Nash equilibrium is a pure strategic equilibrium.

According to the information set of player i, the equilibrium of the threat-point choices of the coalition members 
in the above-mentioned unallied bargaining game is the cooperative payoff distribution scheme of coalition C. Since the 
pure strategic equilibrium of the unallied bargaining game is one and only, the cooperative payoff distribution that each 
member can get is unique.

According to the information set of player i, in any situation c, the cooperative payoff distribution that any member j, 
(including player i himself) gets from coalition C is unique. Then, the Nash equilibrium of the coalition-choosing game 
exists, which in the virtual game of player i, the (mixed strategic) coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution exist. In the virtual non-cooperative coalition-choosing game of player i, since 
the saddle point may not exist, the equilibrium of the virtual coalition-choosing game of player i may be not unique. 
Hence, the coalition equilibrium in the virtual game of player i is not unique. 

Theorem 5 In information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a 
third party, assume that information is still asymmetric after the game is completed, and the assumption is common 
knowledge of all the players, the Nash equilibrium in the unallied bargaining game of each coalition is not exist. 
At the same time, there is no coalition equilibrium under the criterion of maximum expected cooperative payoff 
distribution that exist in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a 
third party. Herein, that there is no coalition equilibrium under the criterion of maximum expected cooperative payoff 
distribution in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party 
exist, or, there is no coalition equilibrium under the criterion of minimum expected escape payoff in the information 
asymmetric cooperative game with agreements implemented by a third party does not mean that there is no form of 
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cooperative coalition in the game. Some players with a high degree of information symmetry (after the completion of 
the cooperative game) may still establish cooperative coalitions which aim at exploiting the synergies among them, and 
reach cooperative payoff distribution agreements with some kinds of compensation mechanisms. In addition, even if 
the degree of information asymmetry among the players is still high after the completion of the cooperative game, those 
who agree with each other on the synergy expectations and do not need distribution compensations (perhaps they can set 
up certain compensation mechanisms to benefit from the cooperation through the compensation mechanism they set up) 
may also reach some forms of distribution agreements and establish cooperative coalitions designed to take advantage of 
the synergy expectations among them. When the degree of information asymmetry among the players is still high after 
the completion of the cooperative game, in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements 
implemented by a third party, there is at least a coalition situation shown as follows which is feasible.

Proof. Assume that information is still asymmetric after the game is completed, and that the assumption is common 
knowledge of all the players. In the virtual game of any player i, the unallied bargaining game of coalition C, which he 
belongs to, is an information asymmetric non-cooperative game. The coalition members’ estimations of the threat-point 
vector of all the coalition members are different, indicating that, the coalition members cannot agree on the cooperative 
payoff distribution scheme. Therefore, there is no Nash equilibrium in the unallied bargaining game of the coalition. 

According to the information set of player i, the equilibrium threat-point choices of the coalition members in the 
unallied bargaining game is the equilibrium distribution scheme of the cooperation payoff of coalition C (Chen, 2021) [2].
If there is no equilibrium in the above-mentioned bargaining game, the cooperative payoff distribution that some 
member gets is uncertain.

If according to the information set of player i, in some coalition situation c, the cooperative payoff distribution that 
any member (including player i himself) gets is uncertain, the Nash equilibrium of the coalition-choosing game does not 
exist. Which means, there is no coalition equilibrium exist under the criterion of maximum expected cooperative payoff 
distribution in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party. 

However, if information is still asymmetric after the game is completed, and there is no coalition equilibrium exist 
in information asymmetric cooperative game Γ(N, {Si}, {ui}), it does not mean that there is no form of cooperative 
coalition in the game. If the sum of the threat-points of the coalition members is lower than the expected cooperative 
payoff, in the bargaining game, the cooperation agreement of the coalition is still possible. Even if the cooperation 
agreement among all the possible members of the coalition is not reached, some possible members may reach a 
cooperation agreement because of their lower threat-points. At this time, the behaviors of the players who withdraw 
from the coalition because of their high threat-points are not individually irrational. But, if some of the members always 
compromise in the bargaining game, their behavior does not conform to the criterion of individual rationality.

In an information asymmetric cooperative game with agreements implemented by a third party, the players search 
for possible partners according to their virtual games, and coalition members must agree on the cooperative payoff 
distribution scheme. If there is no agreement on the distribution of the cooperative payoff, even if the players agree with 
each other about the synergies among them, their cooperation agreement may not be reached. The players who withdraw 
from the coalition can continue to look for collaborators. However, even if his collaborators can be found, the synergy 
between him and the collaborators he later found is obviously not optimal in his view. In any case, the equilibrium of the 
information asymmetric cooperative game cannot be achieved, which means that the expected synergies in the society 
(the collection of all the players) are not fully utilized. 

Theorem 6 In information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third 
party, assume that the information is still asymmetric after the game is completed, and the above assumption is common 
knowledge of all the players, assume that in the cooperative game there exists no compensation mechanism (or, the 
distribution of any member of each coalition is just the payoff that he gets in the game), the following coalition situation 
under the criterion of maximum expected payoff is feasible: 
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The proof of Theorem 6 is omitted.
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3.7 Coalition equilibrium of the virtual coalition-choosing game under the criterion of minimum   
expected escape payoff

From the above analysis, we can see that in an information asymmetric cooperative game with agreements 
implemented by a third party, if the information is symmetric after the game is completed, (and this is common 
knowledge of all the players), there exists the mixed strategic coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution. According to the above analysis, even if the coalition’s strategic combination 
choice is not based on some member i’s, judgment, he can still expect to obtain the cooperative payoff distribution that 
he “should” obtain under the strategic combination that he thinks is “correct”. As after the game is completed, each 
member of the coalition must be responsible for their own misjudgement.

In an information asymmetric cooperative game with agreements implemented by a third party, the player’s 
coalition-choosing strategy choice is aimed at his maximum expected cooperative payoff distribution. Thus, if the 
coalition’s cooperative payoff distribution scheme meets the competitive distribution conditions, where the cooperative 
payoff distribution of any member is no less than his escape payoff, but no more than his contribution to the coalition, 
the player’s goal is consistent with the goal of his minimum expected escape payoff. Therefore, if the distribution of 
the cooperative payoff of each coalition satisfies the competitive distribution condition, in the information asymmetric 
cooperative game with agreements implemented by a third party (when the coalition members are not allied in the 
bargaining game), the coalition equilibrium under the criterion of maximum expected cooperative payoff distribution 
is equivalent to the coalition equilibrium under the criterion of minimum expected escape payoff, if the coalition 
equilibrium does exist.

Defined the expected escape payoff of player i in coalition situation c, as the maximum value of the expected 
escape payoffs that player i can obtain when he withdraws from coalition Cj that he belongs to, and joins other 
coalitions. When he withdraws from coalition Cj , the expected escape payoff of player i is:

1

1

( )

, ,

( ) max , ,( ) ( )
h n

h j

i i
i j i j hC C C

C C

w C Mv C C
=
≠

=


where Mvi
(i) (Cj , Ch) is the expected marginal contribution of player i to the target coalition Ch when player i withdraws 

from coalition Cj and joins another coalition Ch. This is the maximum expected cooperative payoff distribution that 
player i can obtain when he withdraws from coalition Cj and joins this coalition. In coalition situation c, assume that the 
coalition-choosing strategies of other players remain unchanged, player i will inevitably withdraw from coalition Cj and 
join coalition *
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 when he decides to implement escape.

Theorem 7 In an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by 
a third party, assume that the information is symmetric after the game is completed, and that the above assumption 
is common knowledge of all the players; there exists the mixed strategic coalition equilibrium under the criterion of 
minimum expected escape payoff in the information asymmetric cooperative game with agreements implemented by a 
third party:

) * ) *
*

) * ) *

( (

( ( )( *

,       if for any ,  , , ,
1, 2, , ,

argmin , , if at least for a certain  , , , .
( ) ( )

( ) ( ) ( )

i i
i i i i i i

i i i i
i i i i i i i i i

i c w i c w c c
i n c

w c c c i w c c w i c
− −

− − −

 ≤∀ = = 
≠ <



If the distribution rule of each coalition meets the competitive distribution condition, the coalition equilibrium 
under the criterion of maximum expected cooperative payoff distribution is equivalent to the one under the criterion of 
minimum expected escape payoff. That is to say,
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Proof. Similar to the proof of Theorem 4, it is easy to prove that if information is symmetric after the game is 
completed, there exists a mixed strategic coalition equilibrium under the criterion of minimum expected escape payoff 
in the information asymmetric cooperative game with agreements implemented by a third party.

In the following, we will prove that the above-mentioned two coalition equilibrium are equivalent. If the 
distribution rules in all coalitions satisfy the competitive distribution condition,
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So, what we needed to prove is that, if the distribution rules in all coalitions satisfy the competitive distribution 
condition,
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What we need to do is to prove:
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That is when any player i minimizes his escape payoff in the coalition equilibrium under the principle of minimum 
escape payoff, he could get maximum distribution from the coalition he chooses. At the same time, when player i 
maximizes his distribution from the coalition he chooses in the coalition equilibrium under the principle of maximum 
distribution, he could get his minimum escape payoff.

(1) If * ( ) * *argmax ( ,, ),i
i i i ic x c c−=  is the coalition equilibrium under the principle of maximum distribution. In this 

coalition equilibrium, the distribution function ( ) *
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i i ix c c  of any player i satisfies the competitive distribution condition:
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If the coalition-choosing strategy played by player i is *, ,i i ic c c≠  according to the definition of the coalition 
equilibrium under the principle of maximum distribution, ( ) * ( ) *
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. According to the competitive distribution condition, we 
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So, 



Contemporary Mathematics 1220 | Jeanpantz Chen

( ) ( ) ( )( , ) ( , ) ( , ).i i i
i i i i i i i i iw c c x c c w c c≤ ≤

Then,

( ) * ( ) *
- -( , ) ( , ).i i

i i i i i iw c c w c c≤
 
(2) If ( ) *

-arg min ( , ), ( , )i
i i i i i ic w c c c c∗ ∗

−=  is the coalition equilibrium under the principle of minimum escape payoff. 
In this coalition equilibrium, the escape payoff function ( ) *
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If the coalition-choosing strategy played by player i is *, ,i i ic c c≠  according to the definition of the coalition 
equilibrium under the principle of minimum escape payoff, 
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4. Allied bargaining game and the information asymmetric cooperative games 
with agreements implemented by a third party 

Next, we examine the information asymmetric cooperative games with agreements implemented by a third party, in 
which the members of each coalition are allied in the bargaining game on the distribution of its cooperative payoff. 

If information is still asymmetric after the game is completed, there is no Nash equilibrium in the bargaining games 
of coalitions, therefore, there is no coalition equilibrium under the criterion of maximum expected cooperative payoff 
distribution in information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third 
party, or, there is no coalition equilibrium under the criterion of minimum expected escape payoff in the information 
asymmetric cooperative game with agreements implemented by a third party. So, in this section we only review the 
distribution of the cooperative payoff of a coalition in the case of information symmetry after the completion of the 
game. 

4.1 Coalition equilibrium

An allied bargaining game means that the coalition members are allied in the bargaining game on the distribution 
of the cooperative payoff. If the coalition members are allied in the bargaining game, is there coalition equilibrium in 
information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party? In the allied 
bargaining game of some coalition, is there equilibrium of the cooperative payoff distribution?
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Theorem 8 In information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third 
party, assume that information is symmetric after the game is completed, and the assumption is common knowledge 
of all the players. If members of each coalition are allied in the bargaining game on the distribution of its cooperative 
payoff, there exists the mixed strategic coalition equilibrium under the criterion of maximum expected cooperative 
payoff distribution in the information asymmetric cooperative game with agreements implemented by a third party:
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Proof. Assume that information is symmetric after the game is completed, and assume that the above assumption 
is common knowledge of all the players. If the members of each coalition are allied in the bargaining game, in the 
virtual game of any player i, the bargaining game of the coalition he belongs to will be an information symmetric game. 
If the coalition members are allied in the bargaining game, this allied bargaining game is an information symmetric 
cooperative game. In this cooperative game, there must exist the coalition equilibrium under the criterion of maximum 
cooperative payoff distribution, and there must exist the Nash equilibrium in the information symmetric non-cooperative 
game among cooperative teams Chen [5]. 

According to the information set of player i, the equilibrium threat-point choices of the cooperative teams in the 
above-mentioned allied bargaining game is the distribution scheme of the cooperation payoff of the cooperative teams in 
the coalition. Due to the pure strategic equilibrium threat-point choices of teams in the bargaining game is one and only, 
the cooperative payoff distribution that any team gets is one and only. In the same way, in the distribution process of the 
cooperative payoff distribution obtained by any first-level cooperative team. The cooperative payoff distribution of any 
second-level team is unique and so on. Finally, the cooperative payoff distribution of any member is unique.

According to the final information set of player i before the formation of the coalition equilibrium, if any player j’s, 
(including player i himself) expected cooperative payoff distribution obtained from the coalition is unique in coalition 
situation c, then the Nash equilibrium of the coalition-choosing game exists, that is, in the virtual game of player i 
there exists the (mixed strategic) coalition equilibrium under the criterion of maximum expected cooperative payoff 
distribution.

Theorem 9 In information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third 
party, assume that information is symmetric after the game is completed, and that the above assumption is common 
knowledge of all the players; when members of each coalition are allied in the bargaining game on the distribution of 
its cooperative payoff, there exists the mixed strategic coalition equilibrium under the criterion of maximum expected 
cooperative payoff distribution in the information asymmetric cooperative game with agreements implemented by a 
third party; and the coalition equilibrium above is equivalent to the mixed strategic coalition equilibrium when members 
of each coalition are unallied in the bargaining game.

Proof. In an information symmetric bargaining game, whether the members of each coalition are allied or not, the 
cooperative payoff distribution that any member gets is no less than his escape payoff; therefore, with other players’ 
coalition-choosing strategies unchanged, a player’s optimal coalition-choosing strategy under the criterion of maximum 
cooperative payoff distribution and the one under the criterion of minimum escape payoff are the same. Therefore, the 
criterion of maximum cooperative payoff distribution is equivalent to the criterion of minimum escape payoff. When 
members of each coalition are allied in the bargaining game, the coalition equilibrium of the information symmetric 
bargaining game is just the one under the criterion of minimum escape payoff. When members of each coalition are 
unallied in the bargaining game, the coalition equilibrium of the information symmetric bargaining game is just the one 
under the criterion of minimum escape payoff too.

In an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party, 
assume that information is symmetric after the game is completed, and that the above assumption is common knowledge 
of all the players. Whether members of each coalition are allied in the bargaining game or not. In an information 
asymmetric cooperative game with agreements implemented by a third party, there exists a mixed strategic coalition 
equilibrium under the criterion of maximum expected cooperative payoff distribution:
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At the same point, there exists a mixed strategic coalition equilibrium under the criterion of minimum expected 
escape payoff:
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If the distribution scheme of each coalition meets the competitive distribution condition, the coalition equilibrium 
under the criterion of maximum expected cooperative payoff distribution is equivalent to the coalition equilibrium under 
the criterion of minimum expected escape payoff. That is to say,
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Theorem 10 In an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by 
a third party, assume that information is still asymmetric after the game is completed, and that the above assumption 
is common knowledge of all the players. When members of each coalition are allied in the bargaining game on the 
distribution of the cooperative payoff, the Nash equilibrium of the allied bargaining game of the coalition does not exist. 

Proof. When members of each coalition are allied in the bargaining game on the distribution of its cooperative 
payoff, the optimal coalition-choosing strategy of any player is just one when coalition members are unallied in the 
bargaining games, that is to say, when members of each coalition are allied in the bargaining game, the coalition 
equilibrium of the information asymmetric cooperative game with agreements implemented by a third party is just one 
when coalition members are unallied in the bargaining games if the coalition equilibrium does exist.

Assuming that information is still asymmetric after the game is completed and that the above assumption is 
common knowledge of all the players, the Nash equilibrium of the unallied bargaining game of any coalition C does not 
exist. In the allied bargaining game of coalition C, the competition among cooperative teams replaces the competition 
among members. Since information is still asymmetric among the cooperative teams after the game is completed, the 
Nash equilibrium of the allied bargaining game of coalition C does not exist either.

Theorem 11 In an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by 
a third party, assume that information is still asymmetric after the game is completed and that the above assumption 
is common knowledge of all the players. When members of each coalition are allied in the bargaining game, there 
is no coalition equilibrium under the criterion of maximum expected cooperative payoff distribution or the coalition 
equilibrium under the criterion of minimum expected escape payoff. Herein, the fact that there is no coalition 
equilibrium under the criterion of maximum expected cooperative payoff distribution in the information asymmetric 
cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party or that there is no coalition 
equilibrium under the criterion of minimum expected escape payoff in the information asymmetric cooperative game 
with agreements implemented by a third party does not mean that there is no form of cooperative coalition in the 
game. Some players with a high degree of information symmetry (after the completion of the cooperative game) may 
still establish cooperative coalitions that aim at exploiting the synergies among them and reach cooperative payoff 
distribution agreements with some kinds of compensation mechanisms. In addition, even if the degree of information 
asymmetry among the players is still high after the completion of the cooperative game, those who agree with each 
other on the synergy expectations and do not need distribution compensations (perhaps they can set up certain 
compensation mechanisms to benefit from the cooperation through the compensation mechanism they set up) may also 
reach some forms of distribution agreements and establish cooperative coalitions designed to take advantage of the 
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synergy expectations among them. When the degree of information asymmetry among the players is still high after the 
completion of the cooperative game, in an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements 
implemented by a third party, there is at least a coalition situation shown as follows, which is feasible.

Proof. When members of each coalition are allied in the bargaining game based on the distribution of its 
cooperative payoff, the coalition equilibrium of an information asymmetric cooperative game Γ(N, {Si}, {ui}) with 
agreements implemented by a third party is just the one when coalition members are unallied in the bargaining game, if 
the coalition equilibrium does exist. 

Assume that information is still asymmetric after the game is completed. When members of each coalition are 
unallied in the bargaining game, there is no coalition equilibrium under the criterion of maximum expected cooperative 
payoff distribution or the coalition equilibrium under the criterion of minimum expected escape payoff in an information 
asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third party. Therefore, when members 
of each coalition are allied in its bargaining game, there is no coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution, nor is there a coalition equilibrium under the criterion of minimum expected 
escape payoff in an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented by a third 
party.

Theorem 8 and Theorem 9 show that, assuming the information is symmetric after the game is completed and 
that the above assumption is common knowledge of all the players, whether members of each coalition are allied in 
the bargaining game or not, the coalition equilibrium in an information asymmetric cooperative game Γ(N, {Si}, {ui}) 
with agreements implemented by a third party is the same. Now, our question is, after the formation of the coalition 
equilibrium of the information asymmetric cooperative game with agreements implemented by a third party, if the 
members of some coalition are allied in the bargaining game, how does the coalition equilibrium of its bargaining game 
be formed? How will the cooperative payoff of the coalition be distributed? 

4.2 Coalition equilibrium of the bargaining game of a coalition and the distribution of its 
cooperative payoff

In an information asymmetric cooperative game with agreements implemented by a third party, assume that 
information is symmetric after the game is completed and that the above assumption is common knowledge of all 
the players. We will review the coalition equilibrium of the bargaining game of a coalition and the distribution of the 
cooperative payoff when members of the coalition are allied in the bargaining game on the distribution of its cooperative 
payoff.

Theorem 12 In an information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented 
by a third party, assume that information is symmetric after the game is completed and that the above assumption is 
common knowledge of all the players. Whether members of each coalition are allied in the bargaining game or not, the 
equilibrium public choice of strategic combination of the coalition is the same.

Proof. Assume that information is symmetric after the game is completed and that the above assumption is 
common knowledge of all the players, whether members of each coalition are allied in the bargaining game or not. The 
coalition equilibrium of information in an asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements implemented 
by a third party is the same. 

Assume that the coalition equilibrium of the above cooperative game is c*, and that the coalition members are 
unallied in the bargaining game of some coalition C; in the non-cooperative game among coalitions in coalition 
equilibrium c*, the equilibrium public choice of strategic combination of coalition C is *1,Cs

( )(*1 argma ) *(x ) , .
C

i i
C s C C cs V s s−=

Assume that in the bargaining game of coalition C, the members are allied, and in coalition equilibrium c* of the 
information asymmetric cooperative game with agreements implemented by a third party, in the non-cooperative game 
among coalitions the equilibrium public choice of strategic combination of coalition C is *2 ,Cs
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where M is any cooperative team of coalition C.
According to the definition of Nash equilibrium, we have: 

*1 *2.C Cs s=

The above theorem shows that in an information asymmetric cooperative game with agreements implemented by a 
third party, whether members of each coalition are allied in its bargaining game or not, the equilibrium public choice of 
a strategic combination of each coalition is the same, and each coalition obtains the same cooperative payoff. However, 
in the bargaining game, when the coalition members are allied, the coalition’s cooperative payoff distribution scheme is 
different from the one when coalition members are unallied.

If coalition members are allied in the bargaining game, in the virtual game of any player i, after the coalition 
equilibrium of the bargaining game is formed, the negotiation among the cooperative teams replaces the negotiation 
among the coalition members.

According to the above analysis of the virtual unallied bargaining game, on the basis of the information set of 
player k1, we get the equilibrium coalition-choosing strategy of player k1, (the coalition-choosing strategy he plays 
in the coalition equilibrium of the information asymmetric cooperative game with agreements implemented by a 
third party), strategic combination ( )1*

k

k
Cs  that “should” be adopted by coalition Ck , and the equilibrium public choice 

of strategic combination ( )1* , k

k

k C
Cs  of coalition Ck . In the virtual game of player k1, if all the members of coalition Ck 

must be responsible for their own misjudgements after the game is completed, for member k1 who believes in his own 
information set, coalition Ck should be able to obtain cooperative payoff ( )1 1 1( ) ( )*( )* ,  

k k k

k k k
C C CV s s−  according to his “correct” 

judgment of the equilibrium situation ( )1 1( ) ( )* *,  ,
k k

k k
C Cs s−  and member k1 should get “correct” cooperative payoff distribution  

( )1 1

1

1( ) ( )*)*( , .
k k

k k k
C CkV s s−

In the virtual game of player k1, in the allied bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) of coalition Ck (where M is 

the member set of coalition Ck , and m is the number of the members of the coalition), coalition situation t = (t1, t2, ..., 
tm) in allied bargaining game Γ(k1)(M, {Ti}, {xi

(k1)}) is the situation when any member i of coalition Ck chooses to join 
cooperative team No. ),(1i it t m≤ ≤  that is, team Tti

.
Apparently, according to the definition of coalition situation in allied bargaining game Γ(k1)(M, {Ti}, {xi

(k1)}) some 
coalition situations are duplicated because the teams in these coalition situations are just different in orders. So, we set 
special arrangement rules below on team-choosing which can guarantee that all the coalition situations in the coalition 
situation set are unique.

Rules on team-choosing. In allied bargaining game Γ (k1)(M, {Ti}, {xi
(k1)}) of coalition Ck , assume that all the 

members of the coalition follow the rule below when they choose their cooperative teams:

1 1;t =

2 1,  2;t =

3 2 31,  2, 3 (if 2,  2);t t t= ≠ ≠



1,  2, , (if ,  ,  );i j it i t j t j j i= ≠ ≠ <



1,  2, , (if ,  ,  );m j mt m t j t j j m= ≠ ≠ <



Volume 5 Issue 2|2024| 1225 Contemporary Mathematics

Therefore, we get unrepeated coalition situations in game Γ (k1)(M, {Ti}, {xi
(k1)}) in the virtual game of player k1. 

Of course, the rule above doesn’t mean that the members of the coalition Ck are deprived of their choice of options. 
When the members of coalition Ck set up the cooperative teams in a coalition situation, the competition among the m 
members (m is the number of members of coalition Ck) of coalition Ck in the unallied bargaining game is replaced by the 
competition among the m cooperative teams in the allied bargaining game. In the following, we will define the common 
payoff of a k-team set Mm1, m2, ..., mk

, which is a subset of the team set M of coalition Ck in the allied bargaining game  
Γ (k1)(M, {Ti}, {xi

(k1)}).
Let Mm1, m2, ..., mk

 denote a subset consisting of cooperative teams m1, m2, ..., mk of team set M of coalition Ck in 
coalition situation t in the virtual allied bargaining game of player k1 1 21 , , , ( ),,

km m mk M M k m… ⊆ ≤  the common payoff δ 
(k1)(Mm1, 

m2, ..., mk
) of team set Mm1, m2, ..., mk

 is defined as following:

1 1 1 1 1

1 2 , , , 1 2 1 21 2, , , 2) , , , 1) ,
(

, ,1
( ) ( ) ( ) ( ) )

( (( ) ( ) ( ),
k m m m i k kk

kk k k k k
m m m M m m m m k m m mi

M V w M Mδ δ δ −=
= − −∑ − −∑∑



  



where 1

, , ,1 2

( )
m m mk

k
MV



 is the cooperative payoff of coalition Ck when all the members in other teams except those in set 
Mm1, m2,..., mk

 have withdrawn from the coalition and join the same coalition as a whole to maximize their escape payoff, 
while members of other coalitions keep their coalition-choosing strategies unchanged in the virtual allied bargaining 
game of player 1

1 21 )( ,
(

, ,
)  (; )

k

k
j m m mk Mδ



 is the sum of common payoffs of all the j-team subsets of Mm1, m2, ..., mk
 in the virtual 

allied bargaining game of player k1. 1(
1

)  
i

k k
mi

w
=∑  is the sum of escape payoffs of all the members of the k-teams in set 

Mm1, m2, ..., mk
 in the virtual allied bargaining game of player k1.

According to Chen [5], in the coalition situation t of the bargaining game in the virtual game of player k1, 
the Nash equilibrium of the bargaining game among teams m1, m2, ..., mk about the common payoff distribution 
δ(k1)(Mm1, m2, ..., mk

) is:

1 1

1

)*
,

( )
,

(1 , 1, 2,( ) , .
i j k

k k
m m m my M i k

k
δ= = 

That is to say, the teams which belong to set Mm1, m2, ..., mk
 will get the same common payoff distribution. 

So, in the virtual game of player k1 in any coalition situation t of the allied bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) of 

coalition Ck about the distribution of the cooperative payoff surplus, the distribution that some cooperative team mi can 
get from coalition Ck is:

1 1 1 1 1
1

1 1 1 ,
(

,  ,  1
) ( ) ( ) )

, 2, ,
( ) (( ) ( ) ( ).1 1 1

2 3
j

j j
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m m m m m m

y w M M M
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δ δ δ
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= + + + +∑ ∑ ∑ 



 
The total distribution that team mi can get is:

1 1 1

1 1 1 1
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1 1 1
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Thus, we get the Nash equilibrium of the allied bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) about the distribution of the 

cooperative payoff surplus among the cooperative teams formed in any coalition situation t. 
After obtaining the equilibrium of the allied bargaining game among cooperative teams of coalition Ck in coalition 

situation t of the bargaining game in the virtual game of player k1, we will continue to analyze the coalition equilibrium 
of bargaining game Γ(k1)(M, {Ti}, {xi

(k1)}) of coalition Ck in the virtual game of player k1.
In the coalition equilibrium c* of information asymmetric cooperative game Γ(N, {Si}, {ui}) with agreements 

implemented by a third party, assume that information is symmetric after the game is completed and that the above 
assumption is common knowledge of all the players. In the virtual game of player k1, if the coalition situation 
t*(k1) = (t1

*(k1), t2
*(k1), ..., tn

*(k1)) of virtual bargaining game Γ (k1)(M, {Ti}, {xi
(k1)}) of player k1 is feasible and the team-
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choosing strategy of each coalition member is the best response to the collective actions of other coalition members, 
coalition situation t*(k1) = (t1

*(k1), t2
*(k1), ..., tn

*(k1)) is called the coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution, that is,
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Theorem 13 In coalition equilibrium c* of information asymmetric cooperative game Γ(N, {Si}, {ui}) with 
agreements implemented by a third party, assume that information is symmetric after the game is completed and that the 
above assumption is common knowledge of all the players. In the virtual game of player k1, in allied bargaining game 
Γ(k1)(M, {Ti}, {xi

(k1)}) of coalition Ck there exists a (mixed strategic) coalition equilibrium under the criterion of maximum 
expected cooperative payoff distribution: 
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At the same time, in allied bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) of coalition Ck there exists the (mixed strategic) 

coalition equilibrium under the criterion of minimum expected escape payoff: 

( ) ( )
( ) ( ) ( )

1 1 1 1

1

1 1 1 1 1 1

( *( ( *(

*(

( *( ( *( ( *

) ) ) )

)

) ) ) ) )()

1, 2, , ,

,           if for any ,  , , ,

argmin , , if at least for a certain , , , .

k k k k
i i i i i ik

i k k k k k k
i i i i i i i i i

i m

i t w i t w t t
t

w t t t i w i t w t t

− −

− − −

∀ =

 ≤= 
≠ >



( ) ( )
( ) ( ) ( )

1 1 1 1

1

1 1 1 1 1 1

( *( ( *(

*(

( *( ( *( ( *

) ) ) )

)

) ) ) ) )()

1, 2, , ,

,           if for any ,  , , ,

argmin , , if at least for a certain , , , .

k k k k
i i i i i ik

i k k k k k k
i i i i i i i i i

i m

i t w i t w t t
t

w t t t i w i t w t t

− −

− − −

∀ =

 ≤= 
≠ >



If the distribution rules of all teams satisfy the competitive distribution condition, the coalition equilibrium under 
the criterion of maximum expected cooperative payoff distribution in allied bargaining game Γ (k1)(M, {Ti}, {xi

(k1)}) of 
coalition Ck is equivalent to the coalition equilibrium under the criterion of minimum expected escape payoff in game Γ (k1)

(M, {Ti}, {xi
(k1)}). That is,
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The proof of Theorem 13 is omitted.
In the virtual game of player k1, after the formation of coalition equilibrium t*(k1) of allied bargaining game 

Γ(k1)(M, {Ti}, {xi
(k1)}) of coalition Ck , the competition among the m members (where m is the number of members of 

coalition Ck) of coalition Ck in the unallied bargaining game is replaced by the competition among the m cooperative 
teams in the allied bargaining game. In coalition equilibrium t*(k1) of allied bargaining game Γ(k1)(M, {Ti}, {xi

(k1)}) 
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of coalition Ck, assuming that the team-choosing strategies of the m members of coalition Ck are respectively 
t1

*(k1), t2
*(k1), ..., tm

*(k1) obviously, due to the different information sets, for a coalition member ¯k1 ¯k1 ≠ k1, usually, 
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That is to say, for different members of coalition Ck, due to their different information sets, the coalition 
equilibrium of their virtual bargaining games are different. Obviously, if player k1 finds that his estimation of the 
coalition equilibrium of the bargaining game is different from the actual possible coalition equilibrium, his information 
set is obviously not complete enough. Therefore, player k1 is motivated to collect further information, which is helpful 
for increasing his expected cooperative payoff distribution. Thus, before the cooperative teams sign the cooperation 
agreements, all coalition members will collect further information, such that 
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If the information set of a coalition member that we refer to is his final information set before the cooperation 
agreements are signed by cooperative teams, then
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That is,
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In coalition equilibrium t* of the bargaining game of coalition Ck , let team set Mm1, m2, ..., mk
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 is the cooperative payoff of coalition Ck when all the members in other teams except those in the teams 

of set M
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 have withdrawn from the coalition and join the same coalition as a whole to maximize their escape 
payoff, while members of other coalitions keep their coalition-choosing strategies unchanged; 1
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.
According to Chen [5], we can get the common payoff distribution rule of team set M
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

 in player k1’s virtual 
bargaining game of coalition Ck , which is shown below.
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Therefore, in player k1’s virtual bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) of coalition Ck, the cooperative payoff 

distribution surplus that some cooperative team *
im  of coalition Ck can get is:
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The total cooperative payoff distribution that some cooperative team *
im  of coalition Ck can get is:
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Thus, we get the Nash equilibrium of coalition Ck’s allied bargaining game Γ(k1)(M, {Ti}, {xi
(k1)}) about the 

distribution of its cooperative payoff, in the coalition equilibrium t* of the allied bargaining game of coalition Ck in 
player k1’s virtual game.

If the members of a cooperative team are no less than 3, after the discussion of the cooperative payoff distribution 
process at the coalition level (that is, at the first level) bargaining game, we need to extend the above-mentioned 
distribution process and analyze the second level, third level, fourth level of bargaining games, step by step, before 
finally we’ll get the distribution vector of a coalition with limited members.

We have player k1’s estimation of the coalition equilibrium of the allied bargaining game of a coalition, and 
his estimation of the cooperative payoff distributions obtained by cooperative teams in the coalition equilibrium of 
the bargaining game of the coalition in player k1’s virtual game. However, player k1’s estimation of the cooperative 
payoff distribution obtained by the cooperative team he belongs to is not the final actual distribution. After the game is 
completed, each cooperative team in the coalition Ck should be responsible for their misjudgement.

Assume that after the game is completed, the information among all players, including all the members of coalition   
Ck , is symmetric, and that all the members or teams of each coalition must be responsible for their own misjudgements. 
In coalition equilibrium c* of the information asymmetric cooperative game with agreements implemented by a third 
party, assume that the equilibrium public choice of strategic combination of coalition Ck is * ,

kCs  and the actual public 
choices of strategic combination of other coalitions are denoted as * .

k

T
Cs−  The cooperative payoff actually obtained by 

coalition Ck after the game is completed is ( ) ( )* * * *
1

, , .
k k k k k

mT T
C C C i C Ci

V s s u s s− −=
= ∑  This cooperative payoff is what coalition 

Ck actually can distribute.
Obviously, if there is no information asymmetry among the players after the game is completed, when all the 

members or teams of coalition Ck have no misjudgement of the equilibrium public choices of strategic combinations of 
other coalitions, namely: 

( )* ** argmax *, , 
k k C k k kk

T
C C s C C Cs s V s s−= =

the distribution of the cooperative payoff of coalition Ck will be carried out according to the distribution rule in the 
information symmetric allied bargaining game of coalition Ck .
  

*

* * ** * * * * * *

* ** * * *
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where *
**

im
w  is the escape payoff of cooperative team * * * * *

* ** ** **
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

  are respectively the 
common payoffs of cooperative teams * * * * * 1, 2, ,, , ,

., , ,
i j i j k
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



If not all the estimations of coalition Ck’s members of the equilibrium public choices of a strategic combination of 
other coalitions are correct, then * **

k kC Cs s≠  (correspondingly, ( ) ( )* * ** *, ,
k k k k k k

T T
C C C C C CV s s V s s− −≠ ), coalition Ck’s cooperative 

payoff ( )* *,
k k k

T
C C CV s s−  can be regarded as the “cooperation” result of coalition Ck starting from strategic combination **

kCs  
and through the misjudgements of coalition Ck’s equilibrium public choice of strategic combination and the equilibrium 
public choices of strategic combination of other coalitions. The distribution of the cooperative payoff ( )* *,

k k k

T
C C CV s s−  

should be based on the distribution of the cooperative payoff ( ) ( )* * ** *, ,
k k k k k k

T T
C C C C C CV s s V s s− −≠  with an additional distribution of the 

“cooperative” payoff ( ) ( )* * ** *, ,
k k k k k k

T T
C C C C C CV s s V s s− −≠ _ ( ) ( )* * ** *, ,

k k k k k k

T T
C C C C C CV s s V s s− −≠  which is caused by the misjudgement “cooperation” of the members 

of coalition Ck.
Similar to the distribution of the “cooperative” payoff brought by misjudgement cooperation in the unallied 
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bargaining game discussed in the previous section, in the allied bargaining game of coalition Ck, the cooperative payoff 
distribution of any member k1 of coalition Ck in the misjudgement “cooperation” is: 

1 1 1 1
1 1 1

1* * * * *1 1 1 ,  , ,  1, 2, ,
1 1 1
2 3

( ) ( ) ( ).j
j j
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m m q
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Therefore, the total cooperative payoff distribution that cooperative team *
im obtains is:

* * *
 ** *.

i i i
im m i m

x x x
∈

= +∑
 

In the above, we have examined the coalition equilibrium of an information asymmetric cooperative game with 
agreements implemented by a third party and the cooperative payoff distribution scheme of a coalition, including 
the one formed in the unallied bargaining game and the one formed in the allied bargaining game, if information is 
symmetric among the players after the game is completed.

If information is still asymmetric among the players after the game is completed, there is no coalition equilibrium 
in an information asymmetric cooperative game with agreements implemented by a third party, and there is no Nash 
equilibrium in the information asymmetric bargaining game of any coalition, whether the coalition members are allied 
in the bargaining game or not.

5. Discussions
To explain cooperative behaviors when agreements are implemented by a third party, game theory should model 

the formation of cooperative coalitions, the determination of the strategic combinations of the coalitions, and the 
distribution of the cooperative payoffs of the coalitions under the following different circumstances:

(1) In a one-time cooperative game with agreements implemented by a third party, all the players are rational (that 
is, they always pursue the maximization of their expected utilities) and perfectly intelligent, and the information in the 
game is symmetric.

(2) In a one-time cooperative game with agreements implemented by a third party, all players are rational and 
perfectly intelligent, but the information in the game is asymmetric.

(3) In an infinitely-repeated cooperative game with agreements implemented by a third party, all the players are 
rational and perfectly intelligent, the players are asymptotically information-symmetric in the repeating process of the 
stage games, although the information is initially asymmetric.

(4) In an evolutionary cooperative game with agreements implemented by a third party, all the players are rational 
but imperfectly intelligent, and information is asymmetric in the game.

At present, the literature mainly focuses on information symmetric cooperative games with agreements 
implemented by a third party, especially the cooperative payoff distribution scheme of a coalition. Chen [1] provided a 
new way of analyzing an information symmetric cooperative game with agreements implemented by a third party. He 
examined the coalition formation in the game, defined and provided the existence proof of the coalition equilibrium, 
which is formed when the coalition-choosing strategy of each player who aims to maximize his cooperative payoff 
distribution from the coalition he belongs to is the best response to the collective actions of other players; Chen inherited 
Nash’s idea that the distribution scheme of the cooperative payoff in a coalition is the equilibrium of the bargaining 
game among the coalition members, and defined the common payoff of a member set of the coalition, which is a part of 
the marginal contribution of this member set to the coalition and will disappear completely when any member or team 
of the member set withdraws from the coalition, and proved that the equilibrium of the bargaining game on the common 
payoff distribution is that each member obtains the same distribution share. Chen shows that in the bargaining game on 
the cooperative payoff distribution of a coalition, the cooperative payoff distribution obtained by each coalition member 
is the sum of the common payoff distributions he obtains from the different member sets he belongs to.

An information asymmetric cooperative game is quite different from an information symmetric one. Since the 
information set of a player is incomplete, he must estimate the strategy sets and payoff functions of other players on 
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the basis of his own information set, so as to form his own virtual game. On this basis, he can estimate the strategic 
combination of each coalition and the cooperative payoff distribution he gets from the coalition he belongs to, and 
thus determine his coalition-choosing strategy. However, the basic methodology proposed by Chen [1] can still be well 
applied to the analysis of information asymmetric cooperative games with agreements implemented by a third party: 
The formation of the coalition equilibrium is the result of the choices of the players who pursue the maximization of 
their expected utilities, and the (expected) cooperative payoff of a coalition can always be decomposed into the common 
payoffs of different member sets. The equilibrium of the bargaining game of a coalition on the expected cooperative 
payoff distribution can easily be obtained by applying the distribution rule of common payoffs.

This paper applies the methodology for studying coalition formation and cooperative payoff distribution proposed 
by Chen [1] to analyze information asymmetric cooperative games with agreements implemented by a third party. Based 
on the analysis of the virtual games of the players, the main achievements of this paper include:

(1) Due to the different information sets of the players, each member of a coalition has different estimations of 
the optimal strategic combination of the coalition. This paper defines a coalition’s public choice game on the strategic 
combination choice, proposes and provides the existence proof of the equilibrium of this public choice game.

(2) This paper defines the virtual game of an arbitrary player, and defines the equilibrium of the virtual game.
(3) This paper investigates the condition for the existence of the equilibrium of the bargaining game of a coalition 

on the distribution of its cooperative payoff and that of the coalition equilibrium in the information asymmetric 
cooperative game with agreements implemented by a third party, and proposes the existence proof of the coalition 
equilibrium when it does exist.

(4) This paper examines the distribution of the cooperative payoff of a coalition when information in the game 
is symmetric after the game is completed. Assuming that members are unallied in the bargaining game of a coalition 
on the distribution of its cooperative payoff, this paper presents the equilibrium of the unallied bargaining game and 
provides the proof of its existence. Assume that members are allied in the bargaining game, this paper presents the 
coalition equilibrium of the allied bargaining game, provides the proof of its existence, and at the same time shows the 
equilibrium scheme of the cooperative payoff of the coalition.

Although in this paper we have established theoretical models of a one-time information asymmetric cooperative 
game with agreements implemented by a third party, the discussion on information asymmetric cooperative games with 
agreements implemented by a third party is far from over. In an infinitely-repeated information asymmetric cooperative 
game, or, in an evolutionary cooperative game, can the coalition equilibrium, the equilibrium strategic combinations 
of the coalitions, and the equilibrium of the bargaining games of the coalitions on the distribution of their cooperative 
payoffs be achieved? Obviously, seeking cooperation equilibrium in a repeated game or an evolutionary game is 
precisely the reason for the long-term survival of many cooperative organizations.

6. Conclusions and future extensions
In this paper, we have examined a one-time information asymmetric cooperative game with agreements 

implemented by a third party, investigated the public choice game of a coalition on the strategic combination choice, 
the virtual game of an arbitrary player, the coalition formation, and the bargaining game on the distribution of the 
cooperative payoff of a coalition. 

In the virtual game of a player, the optimal strategic combination of the coalition to which he belongs depends on 
his estimation of the strategic combination choices of other coalitions, and the strategic combination choice of another 
coalition, which is determined by the coalition members, depends on the members’ estimations of the optimal strategic 
combinations of other coalitions. By backward induction, from the final level virtual game to the first level virtual game, 
we can finally get this player’s estimation of the public choice of strategic combination of the coalition he belongs to in 
his virtual game, as well as his estimation of the public choice of strategic combination of other coalitions. That’s to say, 
we get the equilibrium of his virtual game.

The members’ estimations of the optimal strategic combination of the coalition they belong to are different because 
of their different information sets. In an information asymmetric cooperative game with agreements implemented by a 
third party, the strategic combination of a coalition is determined by its members through a public choice game under 
the unanimity rule on the strategic combination choice of the coalition. The Nash equilibrium of this public choice game 
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is the strategic combination that maximizes the sum of the estimated cooperative payoffs of their coalition in the virtual 
games of all members.

In an information asymmetric cooperative game with agreements implemented by a third party, assume that 
information is symmetric after the game is completed. Whether the coalition members are allied in the bargaining 
games or not, there exists a mixed strategic Nash equilibrium in the bargaining game of each coalition, a mixed strategic 
coalition equilibrium under the criterion of maximum expected cooperative payoff distribution, and a mixed strategic 
coalition equilibrium under the criterion of minimum expected escape payoff in the information asymmetric cooperative 
game. If the distribution rule of each coalition meets the competitive distribution condition, the coalition equilibrium 
under the criterion of maximum expected cooperative payoff distribution is equivalent to the one under the criterion of 
minimum expected escape payoff. 

Assume that information is still asymmetric after the game is completed; whether the coalition members are allied 
in the bargaining games or not, there exist no Nash equilibrium in the bargaining game of any coalition. At the same 
time, there is no coalition equilibrium in the information asymmetric cooperative game. Of course, this does not mean 
that there is no form of cooperative coalition in the information asymmetric cooperative game.

When members are unallied in the bargaining game, at the coalition equilibrium of the information asymmetric 
cooperative game if it does exist (that is to say, the information is symmetric after the game is completed), the actual 
cooperative payoff of a coalition can be regarded as the “cooperation” result of the members of the coalition starting 
from the coalition’s actual optimal strategic combination and through the misjudgements of the equilibrium public 
choice of strategic combination of the coalition and those of other coalitions. The distribution of the coalition’s actual 
cooperative payoff should be based on the distribution of the maximum cooperative payoff at the optimal strategic 
combination that the coalition “should” adopt, with an additional distribution of the “cooperative” payoff caused by the 
misjudgement of “cooperation” between the members. If information is still asymmetric after the game is completed, 
the equilibrium of the unallied bargaining game of the coalition does not exist.

In an information asymmetric cooperative game with agreements implemented by a third party, assume that 
information is symmetric after the game is completed. When coalition members are allied in the bargaining games, there 
exists the coalition equilibrium under the criterion of minimum expected escape payoff, or the coalition equilibrium 
under the criterion of minimum expected escape payoff which is equivalent to the former. In the bargaining game 
among the allied teams of a coalition, the distribution of the coalition’s actual cooperative payoff should similarly be 
based on the distribution of the maximum cooperative payoff at the optimal strategic combination that the coalition 
“should” adopt, with an additional distribution of the “cooperative” payoff caused by the misjudgement of “cooperation” 
between all the teams. If information is still asymmetric after the game is completed, the coalition equilibrium and the 
distribution equilibrium of the allied bargaining game of a coalition do not exist.

An information asymmetric cooperative game with agreements implemented by a third party may be one-time or 
infinitely repeated. An important future extension of this paper should be the infinitely-repeated information symmetric 
cooperative game models. At the same time, the players in the game are not always intelligent. In an evolutionary 
cooperative game, how are the coalitions formed? What strategic combination would a coalition choose? And, how 
is the cooperative payoff of a coalition distributed? Another future extension of this paper should be the evolutionary 
cooperative game models.

In a cooperative game, agreements aren’t always implemented by a third party, and may be implemented by the 
coalition members themselves. Therefore, an important direction of future research is towards the study of cooperative 
games with agreements self-implemented, when the information in the game is symmetric or asymmetric, or, when the 
game is one-time or infinitely repeated.
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