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Abstract: Planar vector fields can be visualized using their tangent lines. It is shown that orthogonality between these
curves and their associated orthogonal trajectories can be classified as well-ordered or irregular. Criterion for this
taxonomy is the Global Curvature vector KKKGGG (a quantity involving the local curvatures of the two sets of lines) and
in particular its rotation, ∇×KKKGGG. The latter, which has been termed Geometric Vorticity ΓΓΓ, is an important quantity for
the characterization of a two-dimensional vector field. Depending on the kinematical constraints the field is subjected to,
ΓΓΓ can either vanish (well-ordered orthogonality) or not (irregular case). The main theorem of the study asserts that every
Laplacian vector field is geometrically irrotational (∇×KKKGGG = 0) and therefore well-ordered. Conversely, well-ordered
orthogonal nets (which are sets of curves admitting zero geometric vorticity) can always be attributed to a Laplacian vector
field. The necessary and sufficient condition for this behavior is the harmonicity of their angle function φ (∆φ = 0), which
is defined as the angle of incidence of the field lines. This provides a pure geometric criterion a vector field should fulfill,
in order to satisfy the Laplace conditions. It connects its “appearance” with its “nature”, thus allowing the experimentalist
to study the violation of continuity and irrotationality in physical processes by mere observation.
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1. Introduction
The word “orthogonal” comes from the Greek word “ορθογώνιος”. The latter derives from the words “ορθóς” and

“γωνία” meaning “upright” (or “correct”) and “angle” respectively. Therefore, orthogonal is a term used to describe an
upright angle. In mathematics and specifically in geometry the concept of orthogonality is employed to describe a certain
behavior of lines: two isolated curves are said to be orthogonal if they are perpendicular at their point of intersection
(Figure 1a). In mathematical terms this condition is captured by the negative (or opposite) reciprocal nature of their
slopes. In particular, assuming the curves have no parallel slopes to the axis, the orthogonality condition at their point of
intersection reads as:

m1 ≡− 1
m2

(or equivalently m1m2 =−1 )
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where m1 and m2 denote the slopes of the two curves. Taking into consideration that a slope m of a curve is the tangent
function of its angle of inclination φ , the last equation can be equally written as:

tanφ1 tanφ2 =−1
(
where obviously φ2 −φ1 =

π
2

)
.

Figure 1. Orthogonality between two isolated curves (a) and two vector fields (b)

The concept of orthogonality can be generalized to vector fields as well. In this case we are not interested in the
orthogonality of just two isolated lines but rather two sets of lines as shown in Figure 1b. The blue colored set of lines
can be thought of as the field lines of a vector field FFF while the red set corresponds to a field that is perpendicular to the
initial one. For any planar vector field FFF with components Fx and Fy in the Cartesian coordinate system, there is a new
vector field FFF⊥ = (−Fy, Fx) that is vertical to FFF . The two fields are said to be orthogonal, or perpendicular, if and only if
their inner product vanishes identically [1]:

FFF ·FFF⊥ = 0. (1)

At each point in their domains, the vector fields are pairwise orthogonal and consequently so are their associated
tangent lines (often called integral curves, field lines, lines of forces or streamlines), which are defined as the curves xxx(t)
satisfying the following differential equation (in case of the vector field FFF):

dxxx
dt

= FFF(xxx),

where the variable t is used to parameterize the plane curves.
Yet, no matter how clear and definite equation (1) regarding the mutual orthogonality of planar fields appears to be,

careful examination of the geometric properties of the lines involved reveals further information on the very nature of the
field they belong to. As we are about to show, orthogonality can be further classified as “well-ordered” or “irregular”,
depending on the value of the sum of the rate of change of the streamline curvature (KS), with respect to the streamline

arclength s, and the rate of change of the orthogonal line curvature (KN) , with respect to its arclength n
(

∂KS

∂ s
+

∂KN

∂n

)
.

This behavior can be mathematically captured by a geometric quantity, the so-called Global Curvature vector (KKKGGG) and
in particular its rotation ΓΓΓ(ΓΓΓ = ∇×KKKGGG), a quantity that has been given the name Geometric Vorticity. More specifically,
in the most general case, that is when the field FFF is not constrained by kinematical conditions such as irrotationality or
incompressibility, geometric vorticity could take either positive or negative values. Accordingly, the orthogonality of
the lines between FFF and FFF⊥ will be considered as “irregular”. If the vector field FFF on the other hand is both solenoidal
(∇ ·FFF = 0) and irrotational (∇×FFF = 0), geometric vorticity must vanish everywhere in the field. This leaves a specific
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footprint on the pattern of the lines involved, a certain “signature” which not only can be quantified but also observed
experimentally. In this special case the orthogonality between the streamlines of FFF and FFF⊥ will be considered as “well-
ordered”.

In section 5, it will be shown that being well-ordered is intimately related to the harmonicity of the angle of incidence
φ , which is the angle formed between the tangent lines of FFF and the x-axis. It is well known that scalar functions, which
have continuous second partial derivatives and satisfy Laplace’s equation are called harmonic functions. They occur in
several applications in engineering and physical sciences (ranging from robotics [2] to quantum mechanics [3]) and they
depict a certain notion of “stability”, whenever one point in the interior of a planar region is influenced in terms of its
values on the boundary [4]. Exactly this behavior is captured by the scalar φ when Laplacian vector fields are considered
and explains why the term “ordered” was adopted to describe them in the first place. It does not only offer a geometric
interpretation of Laplacian vector fields, but also provides a link between observation of a certain phenomenon and the
underlying physics, thus making it valuable from an experimental point of view. In section 6 we offer a summary of
the main results of the study along with some use cases to demonstrate their applications. Finally, a brief outlook on
interesting possibilities for future work on this subject is presented.

At this point we would like to mention that the majority of the calculations in this manuscript is based on the
streamline, or intrinsic coordinate system, which employs the arc-lengths s and n along the stream and orthogonal lines,
as independent variables. It aligns with both the field-lines and their normal trajectories, thus forming a right-handed
orthogonal curvilinear system, defined by the unit tangent vector ttt and the unit vector nnn normal to it, as depicted in Figure
2. The streamlines correspond to the lines of constant n-values, while the orthogonal trajectories correspond to the lines
of constant s-values. The (s, n) system has been chosen on purpose because it is built upon the geometry of the field.
Consequently, it incorporates its geometric footprint, something which is going to be beneficial in our further analysis,
significantly facilitating our efforts in performing mathematical calculations.

Figure 2. Schematic representation of the streamline coordinate system and the local curvatures KS and KN corresponding to the tangent and orthogonal
trajectories of a planar vector field

In the following section, the definition of global curvature KKKGGG, which builds the foundation for our further study
will be presented (for tracing its origin and exact evolution one would have to chronologically follow some of the studies
presented in the list of references [5–7]). The need for its introduction will later become apparent, thus justifying our
foresighted decision for its conception in 2007 [5].

2. The global curvature vector
Curvature is literally a measure of how much a line “bends” at each point. Leonhard Euler defined curvature K as

the ratio
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K ≡ dφ
ds

(Definition of curvature) (2)

which is the change in the angle of inclination (or “angle function”) φ of a curve divided by the change in arc-length in
an infinitely small location (Figure 3a). Obviously, a large change of the angle in a short distance will produce a large
curvature and vice versa. Therefore, a straight line has zero curvature, while a circle has a constant one that is inversely
proportional to its radius. Newton eventually introduced the idea of curvature radius (Figure 3b), as the radius of the
largest possible circle (the so called “osculating circle”), which is tangent to a curve on its concave side and it is inversely
proportional to its curvature [8]:

R =
1
K

(Definition of radius of curvature).

Figure 3. Definition of the angle function φ , curvature K and radius of curvature R

Now consider a set of curves that correspond to the tangent lines of a planar vector field. One could uniquely define a
perpendicular set of curves to which wewill refer to as the orthogonal trajectories of the initial vector field. Each individual
point of the vector field is defined by the intersection of two distinct curves, one tangent line and one orthogonal trajectory
(see for example point “P” in Figure 2). One could therefore assign two numbers at every point of the field representing
the local curvatures KS and KN of these two lines (the scalar function KS, also called the curvature function of the field,
gives the local curvature of the streamlines at every point in the plane). Eventually, these curvature functions, can be
combined to form the global curvature Vector KKKGGG defined as follows:

Definition 1 The global curvature vector KKKGGG is defined in the streamline coordinate system as,

KKKGGG ≡ (−KN , KS) . (3)

Its tangent component is the negative of the local curvature of the orthogonal line KN , while its vertical component
equals to the streamline curvature KS.

For both components of KKKGGG the signed curvature is implied and therefore one should take into account its correct
sign, depending on the flow topology being investigated. Following the right-hand rule, the sign is positive for an anti-
clockwise sense of rotation, during a hypothetical motion of a point particle along the curve. For the vector field topology
at “P” shown in Figure 4, KS and KN are negative and positive respectively, which explains the specific direction of KKKGGG.
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Figure 4. Schematic representation of the global curvature vector KKKGGG

As alreadymentioned in the introduction the notion of “global curvature” (and eventually that of “geometric vortici
ty”) is crucial in our further enquiry. Based on this, some holistic results regarding the nature of a vector field can be directly
deduced. One of them reveals that there are two types of orthogonality as long as a pair of mutually orthogonal lines is
involved. But before developing the corresponding theorem, we would like to present two methods for the computation
of the curvature functions KS and KN , even when an explicit analytical expression of the associated field trajectories is
unknown.

3. Computation of the curvature functions corresponding to a planar vector field
3.1 Vector field geometry based on the components of the vector field

We will first show how the streamline curvature at every point can be found, as long as the vector field components
are known. For the rest of the treatise a unique description of a vector field FFF in terms of its angle function φ will be
assumed. This scalar along with the two vector components Fx and Fy are supposed to be piecewise analytic with defined
and continuous partial derivatives.

Lemma 1 The curvature function KS of the tangent lines of a vector field FFF is equal to the rotation (Curl operator
∇× ) of its normalized vector ttt:

KS = (∇× ttt) · kkk

where kkk is the unit vector perpendicular to the planar field (refer to Figure 4).
Proof. The total differential of the angle function φ(x, y) that describes FFF can be written in the Cartesian coordinate

system as:

dφ =
∂φ
∂x

dx+
∂φ
∂y

dy.

Division of the last equation with the line element the line element ds leads to:
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dφ
ds

=
∂φ
∂x

dx
ds

+
∂φ
∂y

dy
ds

(2)⇔

KS =
∂φ
∂x

dx
ds

+
∂φ
∂y

dy
ds

,

(4)

where KS denotes the streamline curvature. Taking into consideration the following two relations

sinφ =
dy
ds

and cosφ =
dx
ds

, (5)

which are valid everywhere in the field, equation (4) updates to:

KS =
∂
∂x

(sinφ)− ∂
∂y

(cosφ). (6)

On the other hand, the unit tangent vector ttt can be written in terms of the angle function φ as:

ttt = (cosφ, sinφ).

By applying the Curl vector operator to ttt we obtain (we view here ttt as a vector in R3 with a zero component in the
vertical direction kkk):

∇× ttt =
(

∂
∂x

(sinφ)− ∂
∂y

(cosφ)
)

kkk.

Comparison between the last equation and equation (6) shows that the curvature of the vector field streamlines in
every point is equal to the algebraic value of the rotation of the corresponding unit vector:

KS = (∇× ttt) · kkk. (7)

The above method for calculating KS was first developed in 2007 and is referred to as the “Method o f rotation” [5].
Obviously, if the vector field components are known, one could work out the components of its normalized vector, to feed
equation (7) for the computation of the streamline curvature everywhere in the field. The key in succeeding our goal was
to study the field as a whole. Introducing the angle function φ was crucial. It is this scalar which, when combined with the
very definition of curvature, leads to an analytical solution for the field curvature even if the field streamlines are entirely
unknown. We now proceed with the application of Lemma 1 to the set of lines that are orthogonal to the generator field
FFF .

Lemma 2 The curvature function KN corresponding to the orthogonal set of lines of a vector field FFF is equal to the
divergence of its normalized vector ttt:
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KN = ∇ · ttt.

Proof. Because of the orthogonality condition, the unit tangent vector nnn of the orthogonal vector field FFF⊥ has the
following components:

nnn = (−sinφ, cosφ).

According to the rotation method presented earlier, the curvature function KN will be given from the following
equation:

KN = (∇×nnn) · kkk ⇔

KN =

(
∂
∂x

(cosφ)− ∂
∂y

(−sinφ)
)
⇔

KN =

(
∂
∂x

(cosφ)+
∂
∂y

(sinφ)
)
⇔

KN = ∇ · ttt.

(8)

A very interesting aspect associated with Lemmas 1 and 2 is that the two basic operators of vector calculus imply
a strong geometric character when acting on its normalized field. Furthermore, equations (7) and (8) do not rely upon
parametrizations of the curves they describe.

3.2 Vector field geometry based on the angle function

We would now like to present the second method, which allows the computation of streamline curvature based on
the knowledge of the angle function φ .

Lemma 3 The curvature function KS of a vector field FFF is equal to the directional derivative of its angle function,
calculated with respect to the direction of its tangent lines:

KS = ∇φ · ttt.

Proof. The directional derivative of φ in the field direction is accordingly:

∇φ · ttt =
(

∂φ
∂ s

ttt +
∂φ
∂n

nnn
)
· ttt = ∂φ

∂ s
.

But since the change in the angle dφ of the tangent vector over the change in arc-length ds in an infinitely small
location equals the streamline curvature KS at that point (equation 2),
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KS ≡
∂φ
∂ s

(9)

equation (7) updates to:

KS = ∇φ · ttt. (10)

We will refer to the equation above as the “Directional Derivative Method” (for further details please refer to [5]),
in order to distinguish it from the “rotation method” presented at the beginning of this section (equation 7). Based on
Lemma 3, it will now be shown how it is possible to compute the curvature function corresponding to the orthogonal
trajectories of the field FFF .

Lemma 4 The curvature function KN for the set of lines that are orthogonal to the field’s tangent lines is given by
the directional derivative of the angle function, calculated at right angles (anticlockwise) to the direction of the generator
vector field:

KN = ∇φ ·nnn

Proof. If φ is the angle function of the generator vector field FFF , the following scalar

ϑ = φ +
π
2

represents the angle function of a vector field FFF⊥ that is perpendicular to FFF (Figure 5).

Figure 5. Graphical description of the angle functions corresponding to a 2D vector field FFF

Taking into account that the unit tangent vector of the new vector field is now nnn, the corresponding curvature function
KN can be obtained by making direct use of the directional derivative method. According to equation (10):
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KN = ∇ϑ ·nnn = ∇
(

φ +
π
2

)
·nnn ⇔

KN = ∇φ ·nnn

(11)

and the Lemma has been proven. The factor
∂φ
∂n

, that is the rate of change of the angle function φ along the nnn-direction,
represents the curvature of the orthogonal trajectories, since:

KN =

(
∂φ
∂ s

ttt +
∂φ
∂n

nnn
)
·nnn ⇔

KN =
∂φ
∂n

.

(12)

Lemma 5 Global curvature KKKGGG is an incompressible vector field:

∇ ·KKKGGG = 0

Proof. In virtue of equations (9) and (12) the definition of KKKGGG (equation 3) can be rewritten as:

KKKGGG =

(
−∂φ

∂n
,

∂φ
∂ s

)
.

The Divergence of KKKGGG can then be calculated in the intrinsic coordinate system as:

∇ ·KKKGGG = ∇ ·
(
−∂φ

∂n
,

∂φ
∂ s

)
=− ∂

∂ s

(
∂φ
∂n

)
+

∂
∂n

(
∂φ
∂ s

)
.

After assuming sufficient smoothness, to permit changing the order of differentiation, the above equation leads to
the incompressibility of KKKGGG:

∇ ·KKKGGG = 0. (13)

For practical purposes (for example, in order to plot KS and KN when a vector field is given), both equation (10) and
(11) can be analyzed in the Cartesian coordinate system. For the vector field FFF with an angle of incidence φ the curvature
function of its tangent lines is given by:
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KS =

(
∂φ
∂x

iii+
∂φ
∂y

jjj
)
· (cosφiii+ sinφ jjj)⇔

KS =
∂φ
∂x

cosφ +
∂φ
∂y

sinφ,

(14)

while for the orthogonal trajectories, equation (11) gives:

KN =

(
∂φ
∂x

iii+
∂φ
∂y

jjj
)
· (−sinφiii+ cosφ jjj)⇔

KN =−∂φ
∂x

sinφ +
∂φ
∂y

cosφ.

(15)

In Figure 6 several plots are depicted, all corresponding to the following vector field vvv:

vvv = (vx, vy) =

(
x4 + y4 − x2 + y2 +2x2y2

(x2 + y2)2 ,
−2xy

(x2 + y2)2

)

representing the velocity distribution of an incompressible (∇ · vvv = 0) and at the same time inviscid (∇× vvv = 0) uniform
flow over a circular cylinder with unit radius [9]. Such vector fields, satisfying incompressibility (∇ · FFF = 0) and
irrotationality (∇ × FFF = 0) conditions are often called potential or Laplacian vector fields. In that specific case the
corresponding orthogonal trajectories are usually called potential or equipotential lines (instead of orthogonal). The first
plot (top left, Figure 6a) shows the flow streamlines (blue colored lines) and their orthogonal trajectories (red colored
lines). The next diagram displays the iso-lines of the corresponding angle of incidence φ (6b), computed by using the
equation below:

φ = tan−1
(

vy

vx

)
= tan−1

(
−2xy

x4 + y4 − x2 + y2 +2x2y2

)
.

The other two diagrams depict the iso-lines of the curvature functions KS and KN (6c and 6d), which were generated
with the aid of equations (14) and (15) respectively.
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Figure 6. Stream and potential line plot (a), angle function plot (b) and streamline curvature plots (c for KS and d for KN ) for the velocity vector field
of an inviscid flow around a circular cylinder

4. The concept of geometric vorticity
Definition 2 Let FFF be a continuously differentiable vector field. The Curl of the corresponding global curvature

Vector KKKGGG, to which we will refer by the symbol ΓΓΓ, constitutes the so-called geometric vorticity field of FFF :

ΓΓΓ ≡ ∇×KKKGGG (definition of geometric vorticity) . (16)

In two dimensions ΓΓΓ has a single component parallel to kkk (which is the unit vector perpendicular to the planar field),
that is

ΓΓΓ = (Curlz KKKGGG) · kkk ≡ γkkk, (17)

where γ is defined as the scalar geometric vorticity. The term “vorticity” is obviously borrowed from the field of fluid
mechanics where the quantity ∇× vvv represents the well-established vorticity vector of the flow velocity field vvv. As a
direct consequence of the definition above we can prove the following Lemma:

Lemma 6 The scalar geometric vorticity γ of any plane vector field equals to the sum of the rate of change of the
streamline curvature with respect to s and the rate of change of the orthogonal line curvature with respect to n . In other
words:

γ =
∂KS

∂ s
+

∂KN

∂n
.

Proof. In the natural coordinate system, we have:
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ΓΓΓ = ∇× (−KNttt +KSnnn) =−KN∇× ttt −∇KN × ttt +KS∇×nnn+∇KS ×nnn
(7)⇔

ΓΓΓ =−KNKSkkk−
(

∂KN

∂ s
ttt +

∂KN

∂n
nnn
)
× ttt +KS∇×nnn+

(
∂KS

∂ s
ttt +

∂KS

∂n
nnn
)
×nnn.

(18)

But according to equation (8) we have:

∇×nnn = (∇ · ttt)kkk = KNkkk

and equation (18) updates to:

ΓΓΓ =−KNKSkkk−
(

∂KN

∂ s
ttt +

∂KN

∂n
nnn
)
× ttt +KSKNkkk+

(
∂KS

∂ s
ttt +

∂KS

∂n
nnn
)
×nnn ⇔

ΓΓΓ =−
(

∂KN

∂n

)
nnn× ttt +

(
∂KS

∂ s

)
ttt ×nnn ⇔

ΓΓΓ =

(
∂KS

∂ s
+

∂KN

∂n

)
kkk ⇔

ΓΓΓ · kkk = ∂KS

∂ s
+

∂KN

∂n
.

In virtue of the definition (17) we finally obtain the following formula for the scalar geometric vorticity:

γ =
∂KS

∂ s
+

∂KN

∂n
. (19)

Moreover, it is possible to link γ to the angle function of the vector field. The following theorem reveals this
connection:

Theorem 1 The Laplacian of the angle function φ of any vector field FFF equals its geometric vorticity γ

∆φ = γ.

Proof. Themathematical expression of the Laplace operator in the intrinsic coordinate system incorporates the global
curvature vector and is given by the following equation (the exact derivation can be found in [10]):

∆ =−KKKGGG ·∇+
∂ 2

∂ s2 +
∂ 2

∂n2 .
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Its application on the scalar function φ gives:

∆φ =−KKKGGG ·∇φ +
∂ 2φ
∂ s2 +

∂ 2φ
∂n2 ⇔

∆φ =−(−KN ,KS) ·∇φ +
∂ 2φ
∂ s2 +

∂ 2φ
∂n2

(9)&(12)⇐⇒

∆φ =−
(
−∂φ

∂n
,

∂φ
∂ s

)
·
(

∂φ
∂ s

,
∂φ
∂n

)
+

∂ 2φ
∂ s2 +

∂ 2φ
∂n2 = 0+

∂ 2φ
∂ s2 +

∂ 2φ
∂n2 ⇔

∆φ =
∂
∂ s

(
∂φ
∂ s

)
+

∂
∂n

(
∂φ
∂n

)
⇔

∆φ =
∂KS

∂ s
+

∂KN

∂n
.

(20)

Comparison between equations (19) and (20) yields the following Poisson equation:

∆φ = γ. (21)

Equations (19) and (21) have a general character, since they can be applied to all types of fields. In the following
section though we will see how the divergence-free and irrotationality conditions, which are often encountered in the
fields of electrodynamics and fluid mechanics, expose an interesting geometric feature for the vector field to which these
constraints were imposed to.

5. Laplacian vector fields and well-ordered orthogonality
In this section we restrict our focus to the study of vector fields that are incompressible (solenoidal) and conservative

at the same time. Such fields, which are constrained through both incompressibility (∇ · FFF = 0) and irrotationality
(∇× FFF = 0) conditions are termed “Laplacian”. It can be shown that their geometry is such so that KKKGGG apart from
incompressible (∇ ·KKKGGG = 0) is also an irrotational (∇×KKKG = 0) vector field.

Theorem 2 The global curvature KKKGGG corresponding to a planar Laplacian vector field FFF is a Laplacian field itself.
Proof. In general, the Diver gence of a plane vector field FFF can be developed as:

∇ ·FFF = F(∇ · ttt)+∇F · ttt (8)⇔

∇ ·FFF = FKN +

(
∂F
∂ s

ttt +
∂F
∂n

nnn
)
· ttt ⇔

∇ ·FFF = FKN +
∂F
∂ s

.

(22)
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If FFF is solenoidal though (∇ ·FFF = 0) the last equation updates to:

KN =− 1
F

∂F
∂ s

.

Furthermore the Rotation of a plane vector field can be developed as:

∇×FFF = ∇F × ttt +F∇× ttt
(7)⇔

∇×FFF = ∇F × ttt +F (KSkkk)⇔

∇×FFF = FKSkkk+
(

∂F
∂ s

ttt +
∂F
∂n

nnn
)
× ttt ⇔

∇×FFF =

(
FKS −

∂F
∂n

)
kkk ⇔

|∇×FFF |= FKS −
∂F
∂n

(23)

Because the examined field is planar, its Rotation has a single component parallel to kkk : ∇ × FFF = |∇ × FFF |kkk. If
FFF is conservative (∇×FFF = 0), equation (23) simplifies to:

KS =
1
F

∂F
∂n

.

Summarizing our results, the two kinematical constraints imply that:


KN =− 1

F
∂F
∂ s

KS =
1
F

∂F
∂n

⇐⇒


−KN =

∂
∂ s

(lnF)

KS =
∂

∂n
(lnF)

(24)

which means that KKKGGG can be written as the gradient of a single scalar (potential):

KKKGGG = ∇(lnF).

Since the Curl of the gradient of any scalar field (which is continuously twice-differentiable) is always zero, it is:

∇×KKKG = 0. (25)
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Together with the solenoidal character of KKKGGG demonstrated earlier (please refer to lemma 5) it can be concluded that
the global curvature of a Laplacian vector field is Laplacian as well.

We are about to reveal that the two families of curves (tangent and potential lines), corresponding to FFF , exhibit a
special geometric regularity. Specifically, equation (19) considerably simplifies as the next theorem shows:

Theorem 3 (Geometric Conservation Law of Laplacian flows) The geometric vorticity γ of any planar Laplacian
field vanishes identically (γ = 0), while its angle function φ is harmonic and thus satisfies Laplace’s equation (∆φ = 0).

Proof. The vanishing of geometric vorticity follows immediately from theorem 2 and specifically equation (25). Yet,
there is another way to prove that, by calculating the derivatives of equations (24) with respect to n and s respectively. It
is then:



∂KN

dn
=−∂ 2(lnF)

∂n∂ s

∂KS

ds
=

∂ 2(lnF)

∂ s∂n

.

After assuming sufficient smoothness to permit changing the order of differentiation, addition of the last two
equations leads to an interesting relation between the two curvatures

∂KS

∂ s
+

∂KN

∂n
= 0. (26)

Comparison between equations (19) and (26) directly yields

γ = 0. (27)

Therefore, the sum of the rate of change of the streamline curvature, with respect to the streamline arc-length and
the rate of change of the potential line curvature, with respect to the potential line arc-length, equals zero. Or shortly,
geometric vorticity vanishes identically. For this reason, γ can be seen as a geometric invariant, while equation (27) can
be characterized as a geometric conservation law that Laplacian vector fields must fulfill.

There is even an alternative expression for the aforementioned law, which instead of the two curvature functions KS

and KN employs just one scalar, namely the angle function φ of the vector field. In the most general case, φ satisfies
Poisson’s equation. But according to theorem 2, if the field is Laplacian the corresponding global curvature Vector KKKGGG is
irrotational (γ = 0) and equation (21) immediately simplifies to:

∆φ = 0. (28)

Concluding, if FFF represents a Laplacian vector field, its geometry must be such that the scalar φ is a harmonic
function.

Definition 3 From now on we would like to refer to orthogonal sets of lines as well-ordered, if these satisfy either of
equations (27) or (28). Analogously, a planar vector field satisfying equations (27) or (28) will be named a well-ordered
field.

It follows to wonder whether the opposite argument holds as well. Specifically, does the vanishing of geometric
vorticity automatically secure the existence of a vector field which is Laplacian, andwhich could act as the global curvature
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vector KKKGGG? Even more, does the harmonicity of φ imply the “Laplacian nature” of the vector field FFF , to which KKKGGG is
ascribed to? Before answering the above raised questions it is necessary to rewrite the Cauchy-Riemann (C-R) equations
met in complex analysis (which together with some continuity and differentiability criteria, form a necessary and sufficient
condition for a complex function to be holomorphic), using streamline, instead of Cartesian coordinates. This is presented
in the following Lemma:

Lemma 7 In the streamline coordinate system, the Cauchy-Riemann equations take the following form:


∂P
∂ s

=
∂Q
∂n

∂P
∂n

=−∂Q
∂ s

.

where P and Q are scalar functions representing the real and imaginary parts of a complex function.
Proof. Firstly, it is assumed that the partial derivatives of both scalar functions over x and y exist, are continuous and

that in the domain of interest there are no critical points for which the angle function of the level-curves is 90° (in such
case the local slope cannot be defined). In addition they satisfy the C-R equations, which in cartesian coordinates (x, y)
are given by the following system of partial differential equations:



∂P
∂x

=
∂Q
∂y

∂P
∂y

=−∂Q
∂x

. (29)

The two scalars P and Q can be expressed in terms of the streamline coordinates (s, n) as well. By using the chain
rule, their partial derivatives over s and n, can be expressed as functions of x and y. For the first scalar it is:

∂P
∂ s

=
∂P
∂x

∂x
∂ s

+
∂P
∂y

∂y
∂ s

⇔

∂P
∂ s

=
∂P
∂x

cosφ +
∂P
∂y

sinφ ⇔

∂P
∂x

=
1

cosφ
∂P
∂ s

− ∂P
∂y

tanφ.

(30)

Similarly, the term
∂P
∂n

can be expressed as:
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∂P
∂n

=
∂P
∂x

∂x
∂n

+
∂P
∂y

∂y
∂n

⇔

∂P
∂n

=
∂P
∂x

(−sinφ)+
∂P
∂y

cosφ ⇔

∂P
∂y

=
1

cosφ
∂P
∂n

+
∂P
∂x

tanφ.

(31)

Analogously, following equations are obtained for the scalar Q:

∂Q
∂x

=
1

cosφ
∂Q
∂ s

− ∂Q
∂y

tanφ, (32)

∂Q
∂y

=
1

cosφ
∂Q
∂n

+
∂Q
∂x

tanφ. (33)

By substituting equations (30)-(33) into equations (29), it is:



1
cosφ

∂P
∂ s

− ∂P
∂y

tanφ =
1

cosφ
∂Q
∂n

+
∂Q
∂x

tanφ

1
cosφ

∂P
∂n

+
∂P
∂x

tanφ =− 1
cosφ

∂Q
∂ s

+
∂Q
∂y

tanφ

⇔



1
cosφ

∂P
∂ s

=
1

cosφ
∂Q
∂n

+

(
∂Q
∂x

+
∂P
∂y

)
tanφ

1
cosφ

∂P
∂n

=− 1
cosφ

∂Q
∂ s

+

(
∂Q
∂y

− ∂P
∂x

)
tanφ

⇔ (34)


∂P
∂ s

=
∂Q
∂n

∂P
∂n

=−∂Q
∂ s

.

The latter represents an alternative expression of the C-R equations in the streamline coordinate system. The
following theorem can then be proven:

Theorem 4 For every well-ordered net of orthogonal lines (∆φ = 0), there exists a unique vector field KKKGGG which is
Laplacian and which describes the net.

Proof. From complex analysis, it is known that a harmonic function P (∆P = 0) always admits a conjugate function
Q (∆Q = 0), which is unique up to a constant. Furthermore, every harmonic function is the real part of a complex
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differentiable function and thus, together with its conjugate, satisfy the C-R equations [11]. In the present context, the
harmonicity of the angle function φ (∆φ = 0) implies that there is a harmonic conjugate N (∆N = 0), uniquely defined
up to an additive constant. Moreover, the scalars φ and N are respectively the real and imaginary parts of a holomorphic
function f (z) of z the complex variable :

f (z) = φ + iN,

such as their first-order partial derivatives satisfy equations (34):


∂φ
∂ s

=
∂N
∂n

∂φ
∂n

=−∂N
∂ s

(9)&(12)⇐⇒


KS =

∂N
∂n

KN =−∂N
∂ s

. (35)

As a result, the global curvature vector that could be assigned to the well-ordered net is given by the following
equation:

KKKGGG = (−KN , KS)
(35)⇐⇒ KKKGGG =

(
∂N
∂ s

,
∂N
∂n

)
⇔ KKKGGG = ∇N. (36)

It shows that the scalar N, the so-called “geometric potential”, serves as a potential function of the geometry of the
field and therefore KKKGGG is irrotational (∇×KKKGGG = 0). In addition, the divergence of KKKGGG can be written as,

∇ ·KKKGGG = ∇ ·∇N.

Because N is a harmonic conjugate, the right-hand side of the equation above vanishes and KKKGGG is incompressible
(∇ ·KKKGGG = 0). Consequently, KKKGGG is a Laplacian vector field.

It is noteworthy that equation (36) immediately follows from equation (16). The assumption that the angle function
is harmonic, automatically implies that geometric vorticity vanishes (∇×KKKGGG = 0) and therefore the global curvature
vector admits a scalar potential N, such KKKGGG = ∇N, which is in fact equation (36). This way the proof of theorem 4 would
have been much shorter and there would be no need for proving Lemma 7 in advance. Nevertheless, it was intentionally
decided to follow the “complex analysis path”, in order to reveal the uniqueness of KKKGGG as well as the geometric relation
between the angle function and the geometric potential. Since they represent the real and imaginary parts of a complex
holomorphic function, φ and N are related as having orthogonal trajectories, that is their isolines cross at right angles.
The same applies for their gradients (∇φ ·∇N = 0). In this regard   f (z) = φ + iN would be identified as the geometric
complex potential. The fact that the C-R conditions hold for both φ and N, is a necessary and sufficient condition for the
function f (z) to be analytic. This in turn implies that it is also differentiable with a finite limit, which is independent of
the direction of differentiation.

So far, we have established the existence of a unique expression for KKKGGG when a harmonic angle function φ is given.
Since KKKGGG is Laplacian, one might think that it could represent the global curvature vector of a Laplacian vector field FFF
(the converse argument of theorem 2). This is indeed the case as the next theorem shows.

Theorem 5Well-ordered orthogonality (∆φ = 0) can always be attributed to the geometry of a Laplacian vector field
FFF .

Contemporary Mathematics 6358 | Ioannis Dimitriou



Proof. It is assumed that the angle function φ of a well-ordered net corresponds to a non-vanishing vector field FFF ,
in the sense that the angle of incidence of the unit tangent vector ttt coincides everywhere with the slope of the lines of one
of the two sets. In virtue of equations (22) and (23), KKKGGG can be developed as:

KKKGGG = (−KN , KS)⇐⇒

KKKGGG =

(
1
F

∂F
∂ s

− ∇ ·FFF
F

,
1
F

∂F
∂n

+
|∇×FFF |

F

)
⇔

KKKGGG =

(
∂ lnF

∂ s
,

∂ lnF
∂ s

)
+

1
F
(∇ ·FFF , |∇×FFF |)⇔

KKKGGG = ∇ lnF +
1
F
(∇ ·FFF , |∇×FFF |)

(37)

This is the most general expression of KKKGGG, because up to this point, no kinematical restrictions have been imposed
to FFF . Theorem 4 states that the harmonicity of φ implies the existence of a well-defined curvature vector KKKGGG, which
is irrotational (KKKGGG = ∇N) with components that are intimately related to the geometry of the net. Considering that if a
potential function exists, it is uniquely defined up to an additive constant, comparison between equations (36) and (37)
leads to the following results:



N = lnF + c

∇ ·FFF = 0

∇×FFF = 0

⇐⇒



F =CeN

∇ ·FFF = 0

∇×FFF = 0

(where c and C are some constants). (38)

Hence, one possible solution could emerge from the equality between (36) and (37), which demands that the vector
field FFF is solenoidal (∇ ·FFF = 0) and conservative (∇×FFF = 0) at the same time. The direction of FFF is per definition
identical to one of the line-sets of the net. Its magnitude can be derived with the aid of the geometric potential and
appropriate boundary conditions.

Recalling Helmholtz theorem [12], a vector field can be uniquely reconstructed, if its divergence and curl are known
functions. In our case they are both prescribed, so if in addition the field vanishes at infinity, it can be uniquely specified.
Nevertheless, even if certain convergence properties at spatial infinity [13] make FFF unique, theorem 5 does not assert the
uniqueness of a solution in general. In fact, there is at least one non-Laplacian vector field that fulfills the harmonicity
of φ as well. This can be qualitatively demonstrated by imaging a Laplacian vector field FFF and its normalized one,

ttt =
FFF
|FFF |

. They both have identical tangent and orthogonal lines. Although they are described by the same angle function,

a simple calculation shows that they cannot be Laplacian fields simultaneously. Thus, there is at least one additional,
non-Laplacian solution that is consistent with the given geometry. Its multiplication with any constant number would lead
to a new, geometrically equivalent vector field. We can conclude that there is an infinite number of fields with the same
geometric footprint. This is a manifestation of the fact that streamlines alone are not conclusive on the magnitude of the
vector elements that created them. Under these considerations we can formulate the following corollary:

Corollary 1 If the scalar geometric vorticity of a smooth non-zero vector field FFF vanishes identically (γ = 0), then
it is possible to scale FFF by a positive-valued function into a Laplacian vector field.
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Proof. If the geometric vorticity of FFF is zero everywhere, then Proposition 1 of [14] guarantees that in the
neighborhood of every point, there exists an analytic function

f (z) =U + iV

with the property that the gradient field ∇U is a positive multiple of FFF . Since U is the real part of an analytic function, U
must be harmonic, while its gradient ∇U is a Laplacian function. Hence it is possible to scale FFF into a Laplacian vector
field within the neighborhood.

The harmonicity of φ does not provide a necessary and sufficient condition for the Laplacian character of FFF . A
well-ordered net does not guarantee this, but at least it provides (via theorem 5 and corollary 1) the possibility to construct
a Laplacian field that perfectly corresponds to the picture of the net. However it is certain that an orthogonal net with
non-zero geometric vorticity (γ ̸= 0, or equivalently ∆φ ̸= 0) can never be assigned to the tangent and potential lines of a
Laplacian field. In such case, global curvature cannot be written as the gradient of a scalar (KKKG ̸= ∇N) and the arguments
employed in theorem 5 will no longer hold.

6. Discussion and concluding remarks
After extensive research in the existing literature, we believe that equation (26) was first introduced by Bivens

[14]. The author posed in 1992 the question “when does a set of orthogonal lines (also termed “net”) possess a complex
potential?”. He studied the geometric aspects of imaginary valued analytic functions and in the context of complex analysis
he showed a criterion for the existence of such a potential in terms of the arc-length derivatives of the plane curvature
functions for the curves in the net (which in effect is equation 26). Accordingly, “one should be able to make an informed
decision as to whether or not a net is isothermal (such special orthogonal nets corresponding to analytic functions were
termed “isothermal”) based solely upon an accurate picture of the net”. He illustrated this by considering the orthogonal
net of ellipses and parabolas shown in Figure 7.

Figure 7. Demonstration of the non-vanishing geometric vorticity for the orthogonal net of ellipses
(
x2 +2y2 =C

)
and parabolas

(
y =Cx2

)
[14]

The curvature at pointP is greater than inA and assuming a counterclockwise orientation along the ellipse (which here

represents a tangent line) there will be a point in between, for example S, for which the factor
∂KS

∂ s
is negative. However,

for the parabola (which here represents the orthogonal trajectory) passing through , the signed curvature decreases towards
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the origin for a clockwise sense of rotation, implying that the factor
∂KN

∂n
will be negative as well. Therefore, the sum of

the respective arc-length derivatives has to be negative and the net cannot be isothermal.
In 2009 [6], unaware of Biven’s work and while studying sets of streamlines that are directly attributed to potential

flow fields, we rediscovered equation (26). Later, in 2017 [7], it was generalized in three dimensions, while in the same
year [10] it took its final form, based on the notion of geometric vorticity (equation 27). The latter offers a criterion to
categorize orthogonal nets and to draw conclusions on the properties of the vector fields which they could represent. There
are two types of orthogonality depending on whether γ is zero or not, in other words a “well-ordered” or an “irregular”
one respectively. We would like to illustrate this by depicting the nets of three different vector fields: the “uniform”
field consisting of parallel straight lines (Figure 8a), the “source” field having radial lines originating from a common
point (Figure 8b) and a theoretical field the streamlines of which are straight lines emanating tangentially from a circle
(Figure 8c). Although in all three nets the streamlines are characterized by the same curvature (KS = 0), not all of them are
well-ordered (geometrically irrotational). It can be easily verified that the sets of lines shown in Figure 8a and 8b fulfill
equation (26). In the first case the corresponding curvature functions KS and KN vanish, while in the second example, both
sets of curves have constant curvatures (zero for the streamlines and 1/γ for the orthogonal trajectories). Consequently,
their derivatives with respect to their line elements vanish as well, automatically satisfying the geometric conservation
law. On the other hand, the third field obviously does not fulfill this condition. Its tangent lines have zero curvature and
hence the rate of change of with respect to vanishes. Nevertheless, its orthogonal set of lines, which consists of involutes
of a circle (these lines are traced out by the end of an imaginary thread, tautly unwound from a stationary circular spool).

shows a decreasing curvature outward from the center and consequently the factor
∂KN

∂n
takes negative values. Therefore,

the net depicted in Figure 8c cannot correspond to a Laplacian vector field.

Figure 8. Illustration of three sets of mutually perpendicular lines with identical streamline curvature but different geometric vorticities

Whenever a set of field lines together with the associated orthogonal trajectories fulfill either of equations (26), (27)
or (28), it is always possible to assign a simultaneously incompressible and irrotational vector field to it. Inversely, if
these equations are not satisfied, then the field is non-continuous, or it is rotational or both at the same time. Kinematical
conditions such as irrotationality and incompressibility leave a distinctive footprint in the field geometry. This gives us
the means to tell fields apart and to deduce the nature of some observable physical processes. Imagine for example having
a two-dimensional flow visualization. The visible streamlines could be digitalized, in order to evaluate their geometric
vorticity. The angle function of the velocity field can easily be established at every point. It is now numerically possible to
test its harmonicity. Violation of the geometric conservation lawwould identify the areas where friction plays an important
role. On the contrary if the Laplacian of φ vanishes at some flow regions, one could almost be certain that the flow there
is incompressible and free of vorticity.

For the sake of clarity, the obtained results of our study could be combined and summarized as follows: the
streamlines and equipotential lines of any Laplacian vector field FFF (with F = |FFF |) always form a well-ordered net. This
condition is mathematically described by either of the following equivalent statements:

-The global curvature vector KKKGGG is a Laplacian field,
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-The angle function φ is harmonic, ∆φ = 0,
-The geometric vorticity γ vanishes, γ = 0( or ∇×KKKG = 0),
-The global curvature vector KKKGGG admits a geometric potential N, such as KKKGGG = ∇N,

-The geometric potential N is a harmonic function, ∆N = 0( where N = lnF + c).
While every Laplacian vector field FFF always has a well-ordered appearance, the converse argument is not

automatically satisfied and therefore each one of the statements above provides a necessary but not a sufficient condition
for the existence of a Laplacian field. Fortunately, however, theorem 5 and corollary 1 tell us that a Laplacian vector field
can always be assigned to the geometry of a well-ordered orthogonal net. Inversely, the statement that a net of orthogonal
lines which is not well-ordered (∆φ ̸= 0) can never be attributed to the geometry of a Laplacian vector field FFF , is always
true.

The geometric conditions obtained in the preceding analysis, associated with well-ordered nets, are graphically
presented in the following diagram (Figure 9). Arrows coming together to the same “box”, denote the simultaneous
possession of the “features” which they come from. For instance, a planar Laplacian field is a well-ordered field, it is
geometrically irrotational and exhibits a harmonic angle function. On the other hand, a well-ordered field is not necessarily
Laplacian, but at least it can be scaled to a Laplacian vector field (this property is depicted by the white arrows).

Figure 9. Geometric conditions describing well-ordered nets, or equivalently, Laplacian and well-ordered vector fields

The validity of the core conditions highlighted in Figure 9, can be demonstrated in some trivial examples met in
fluid mechanics. We recall that the velocity field of a uniform flow over a circular cylinder (with unit radius) is both
incompressible and irrotational (Laplacian field). In polar coordinates (r, ϑ) it is given by the following equation [15]

vvv = (vr, vϑ ) =

(
v∞

(
1− 1

r2

)
cosϑ , −v∞

(
1+

1
r2

)
sinϑ

)
,

while the corresponding angle function reads as

φ = tan−1
(

sin2ϑ
cos2θ − r2

)
.

The first and second derivatives of φ over r and ϑ can be calculated. It is:
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∂φ
∂ r

=
2r sin2ϑ

1+ r4 −2r2 cos2ϑ

∂ 2φ
∂ r2 = 2

sin2ϑ −3r4 sin2ϑ +2r2 sin2ϑ cos2ϑ
(1+ r4 −2r2 cos2ϑ)2

∂φ
∂ϑ

=
2−2r2 cos2ϑ

1+ r4 −2r2 cos2ϑ

∂ 2φ
∂ϑ 2 = 2

2r6 sin2ϑ −2r2 sin2ϑ
(1+ r4 −2r2 cos2ϑ)2 .

Substituting the last equations into the Laplacian expression of φ in the polar coordinate system

∆φ =
∂ 2φ
∂ r2 +

1
r

∂φ
∂ r

+
1
r2

∂ 2φ
∂ϑ 2

and after carrying some trivial computations it can easily be verified that ∆φ = 0. The angle function satisfies Laplace
equation and is therefore harmonic as expected.

The spiral vortex is another example of an elementary flow field that is Laplacian. For this reason, the flow admits

a geometric potential N, which is connected to its velocity magnitude
(

v =
1
r

)
, via the formula:

N = ln
(

1
r

)
+ c.

The Laplacian of N can be computed as:

∆N =
∂ 2N
∂ r2 +

1
r

∂N
∂ r

+
1
r2

∂ 2N
∂ϑ 2

=
∂
∂ r

(
∂N
∂ r

)
+

1
r

∂N
∂ r

+0 =
∂
∂ r

(
r

∂
∂ r

(
1
r

))
+

1
r

r
∂
∂ r

(
1
r

)
=− ∂

∂ r

(
r

1
r2

)
− 1

r2 = 0,

which demonstrates that the geometry associated with the spiral vortex flow is well-ordered.
Now we consider the following vector field FFF = (x, y), the streamlines of which are rays originating from a common

point (origin) while the orthogonal curves are circles centered at the origin with a counterclockwise orientation. The
associated curvature functions are:
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KS = 0

KN =
1√

x2 + y2
.

Since KN is constant along an orthogonal curve it follows immediately that geometric vorticity vanishes identically
(γ = 0). Furthermore, it can be verified that the angle function

(
φ = tan−1(y/x)

)
is harmonic. It is:

∂φ
∂x

=
−y

x2 + y2 and
∂φ
∂y

=
x

x2 + y2 .

Subsequently, the second derivatives of φ over x and y can be calculated:

∂ 2φ
∂x2 =

2xy

(x2 + y2)2 and
∂ 2φ
∂y2 =

−2yx

(x2 + y2)2 .

Adding the last two equations together leads to:

∂ 2φ
∂x2 +

∂ 2φ
∂y2 = 0

as expected. Although, FFF is a well-ordered vector field, it is not a Laplacian one, since it has a non-zero divergence
(∇ ·FFF = 2). Nevertheless, based on theorem 5, FFF can be scaled by a positive-valued function to form a Laplacian field.
In our case a straightforward verification shows that the field

FFFL =
1

x2 + y2 FFF =

(
x

x2 + y2 ,
y

x2 + y2

)
,

is indeed incompressible and irrotational.
At last, it is important to mention that the application of the findings is not limited only to line sets corresponding to

vector fields. In theory one could equally derive the same results by just studying sets of curves in an analytic manner. The
reasonwhywe ascribed a vector field to them for their description was to overcome the problem of curvature computations,
which typically rely upon parametrizations of these curves. By doing so and by using tools of vector calculus and some
basic results of differential geometry we managed to extract the geometric information needed for our investigation (see
for example equations 7 and 8), even without prior knowledge of their analytic expressions. This fact does not restrict the
validity of the findings, which can be applied to any sets of curves, not necessarily belonging to vector fields.

7. Outlook and future perspectives
Orthogonal sets of plane curves are uniquely defined by the opposite reciprocal nature of their slopes. Because of

this unambiguous definition one would suppose that orthogonality is an “αυτοτελής” concept, meaning it is self-sufficient
and does not demand any further analysis. Yet, as revealed in this manuscript, the nature of orthogonality is twofold and
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depends on whether or not geometric vorticity is zero. The vanishing of geometric vorticity has been demonstrated in the
past in the case of ideal flows [16]. It would be very interesting though to investigate whether the geometric regularity
imprinted in the flow streamlines outside the boundary layer developed on the surface of an airfoil profile (such as the
one considered in [7], left diagram in Figure 6), could also be found in other “lines” or “patterns”, not necessarily related
to fluids. For example, the set of curves that corresponds to the streamlines of the spiral vortex flow is fascinatingly
encountered in nature and art (Figure 10), which encourages us to search for further examples. In each individual pattern
(the sunflower’s core in the middle or the central panel from a tessellated floor of a roman villa on the right), two mutually
orthogonal sets of spiral lines can be distinguished. The geometric vorticity for each pair is zero everywhere (γ = 0),
which is equivalent to the irrotationality of the associated global curvature vector. Based on these examples it can be
argued, that if the geometric conservation law is occasionally favored in nature, beauty is perhaps not solely manifested
through symmetry, but also through the vanishing of geometric vorticity. This new parameter might provide an additional
criterion for what is perceived to be aesthetically pleasing to the eye.

Figure 10. Demonstration of the vanishing of geometric vorticity in nature and art

In this study orthogonality was categorized in terms of the vanishing of geometric vorticity. It would however be
interesting to further investigate orthogonal pairs of curves admitting either positive or negative values of γ . Moreover,
the global curvature vector along with its derivative concept (geometric vorticity) were defined in two dimensions. Yet
three dimensional fields are of equal if not of more interest, due to the vast number of real-life examples involving them.
Such fields could encompass more than two, mutually vertical, sets of lines. Hence, research on their geometric properties
might reveal additional information regarding their nature and the constraints they are subjected to. As a next step it would
be logical to extend and generalize the notion of global curvature in three dimensions. This task would demand taking the
concept of torsion into account as well, thus increasing the complexity of the problem. As a consolation, the taxonomy
of orthogonality in three, or even more dimensions could be richer than the “binary” character that plane perpendicular
curves possess.

7.1 Table of variables
The variables found throughout the document are presented in the following list.

7.1.1Geometrical variables

(x, y): Cartesian coordinate system
(r, ϑ): Polar coordinate system
(s, n): Streamline coordinate system
s: Arc length along the streamline
n: Arc length along the orthogonal trajectory
KS: Streamline curvature
KN : Curvature of the orthogonal trajectories
KKKGGG: Global Curvature Vector
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N: Curvature Potential
ΓΓΓ: Geometric Vorticity
γ: Scalar Geometric Vorticity
ttt: Unit tangent vector
nnn: Unit vector tangent to the orthogonal trajectories
kkk: Unit vector perpendicular to the plane of motion
φ: Angle function (denotes the angle between the tangent of a streamline and the horizontal x-axis)
ϑ : Angle between the unit normal vector nnn and the horizontal x-axis
m1 (or m2): slope of a plane curve

7.1.2Physical variables

vvv: Velocity vector (vector velocity)
v: Velocity magnitude (scalar velocity)
v∞: Free stream velocity
Φ: Scalar velocity potential
ζ : Scalar vorticity
p: Static pressure

7.1.3Miscellaneous variables

FFF : Vector field with two spatial dimensions
Fx: the x-component of FFF in Cartesian coordinates
Fy: the y-component of FFF in Cartesian coordinates
F : the magnitude of the vector FFF
FFF⊥: Normal vector to FFF
P, Q: Scalar functions representing the real and imaginary parts of a complex function respectively
U, V : Scalar functions representing the real and imaginary parts of a complex function respectively
f (z): Geometric complex potential (holomorphic function) of the complex variable z
c, C: Constants
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