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Abstract: United Nations’ Human Development Index measures human development and has significant positive 
correlation with abundance in natural resource. Data Envelopment Analysis is used for composite indicators’ 
development and overcomes weighting techniques’ limitations. It has limitations in existence of missing records that 
Goal Programming can overcome. Accordingly, this paper introduces a new Human Development Index that improves 
upon the United Nations’ Human Development Index by incorporating natural resource abundance and addressing 
missing data issues through Goal Programming. To address these issues, a model is proposed that combines Data 
Envelopment Analysis and Goal Programming. The model first estimates missing values and then calculates weights for 
the Human Development Index using Data Envelopment Analysis, which integrates standardized human development 
dimensions with natural resource factors. This revised Human Development Index results in new country rankings and 
is validated through a correlation analysis with the United Nations’ Human Development Index and a Wilcoxon Signed-
Rank test. The correlation analysis shows strong agreement in rankings despite different weighting methods, while the 
Wilcoxon test indicates significant differences in median rankings. Our proposed index offers a more comprehensive 
measure of human development by considering both human development dimensions and natural resources, enhancing 
the accuracy of the Human Development Index and suggesting areas for future research into additional factors affecting 
human development, beside others.

Keywords: composite indicators, human development index, data envelopment analysis, goal programming, missing 
values estimation
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1. Introduction
Composite Indicators (CIs) like the United Nations’ (UN’s) Human Development Index (HDI) are vital tools for 

consolidating complex, multi-dimensional data into a single measure. They help decision-makers rank and compare 
countries based on various factors related to human development, such as health, education, and standard of living. 
The HDI aggregates these dimensions to provide a snapshot of development progress. Despite its widespread use, the 
HDI has faced substantial criticism. Issues include: (1) the use of equal weights for component indices, (2) inconsistent 
calculation methods, (3) measurement errors due to incomplete or inaccurate data, (4) unrealistic goalposts, especially 
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in historical datasets like the 2012 HDI, (5) normalization problems that can lead to distortions when actual values 
approach minimum thresholds, and (6) the overall reliability of rankings being heavily influenced by the methods used 
for weighting, normalization, and aggregation [1-9].

Data Envelopment Analysis (DEA) is a non-parametric mathematical programming method used to evaluate the 
performance of Decision-Making Units (DMUs) by converting multiple inputs into multiple outputs. DEA is praised for 
its minimal assumptions and empirical orientation, which contrasts with other methods that may be more theoretical. 
However, DEA has limitations, particularly in handling missing data, which can impair its effectiveness [10-14].

Goal Programming (GP) is another MP technique that is effective in managing missing values and optimizing 
parameter estimation. This model achieves its goal through absolute deviation minimization; which might not be 
achieved fully but the closest to the planned goal. One of its goals can be parameters’ estimation of regression model, 
specifically in existence of outliers [15, 16]. Despite the strengths of DEA and GP individually, their combined 
application to improve HDI calculations has not been thoroughly explored.

This study addresses a key research gap by integrating DEA and GP to develop a revised HDI. The proposed 
model leverages DEA for calculating weights and evaluating human development dimensions while using GP to 
handle missing data and optimize parameter estimation. By incorporating natural resource factors alongside human 
development dimensions, this integrated approach aims to provide a more accurate, robust, and comprehensive measure 
of human development, thereby addressing the limitations of the UN’s HDI and offering enhanced insights for global 
development assessment.

2. Literature review
2.1 United nations’ human development index
2.1.1 United nations’ human development index definition and methodology

The Organisation for Economic Co-operation and Development (OECD) defines CIs as mathematical aggregations 
of selected individual indicators into a single index. CIs simplify the interpretation of results by reducing the number 
of indicators without losing critical information, though poorly constructed CIs can produce misleading results. The 
methodology behind CIs involves subjective decisions related to aggregation and weighting techniques [3, 9, 17].

UN’s HDI is one of the most widely recognized CIs. Unlike economic-focused indices, the HDI emphasizes human 
life quality, measured through the geometric mean of normalized indices across three dimensions: health, education, 
and standard of living. Health is assessed via life expectancy at birth; education is evaluated through expected years of 
schooling for children entering school and mean years of schooling for adults aged 25 and older; and standard of living 
is measured by Gross National Income (GNI) per capita. The Human Development Report (HDR) uses HDI scores to 
provide national policy recommendations aimed at enhancing human development [7, 8].

In 2016, the HDR noted missing values for the expected years of schooling indicator in ten countries and for mean 
years of schooling in eleven countries. These missing values were estimated using cross-country regression models 
[18]. The calculation of the UN’s HDI involves developing dimension indices and then aggregating them. This process 
requires setting goalposts, as detailed in Table 1, to standardize the indicators [18].

Table 1. Goalposts of indicators

Dimension Indicator Minimum Maximum

Health Life expectancy at birth in years 20 85

Education 
Expected years of schooling 0 18

Mean years of schooling 0 15

Standard of living GNI per capita reference to Purchasing Power Parity (PPP) 
dollar in 2011 100 75,000

Source: United Nations Development Programme [18]
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The goalposts for the health dimension are set with a minimum value of 20 years for life expectancy at birth, based 
on historical data, and a maximum value of 85 years, reflecting a realistic aspirational target derived from trends over 
the past 30 years. For the education dimension, the minimum values for both expected years of schooling and mean 
years of schooling are set to zero, acknowledging that societies can exist without formal education. The maximum value 
for expected years of schooling is set at 85 years, which corresponds to the anticipated duration of education equivalent 
to a master’s degree. The mean years of schooling maximum is set at 15 years, reflecting the projected value for 2025. 
For the standard of living dimension, the minimum value is set at $100, representing a baseline close to the minimum 
amount of nonmarket production and unmeasured subsistence in economies. The maximum value is set at $75,000, as 
income levels above this amount show minimal additional benefits to human development and well-being. After setting 
the goalposts, each indicator is normalized to a scale between 0 and 1. This is achieved using Equation 1 [18]:

 actual value minimum valueDimension index
 maximum value minimum value

−
=

−
(1)

Where, the actual value is the value of the indicator for a particular country, minimum value is the minimum value 
of the indicator across all countries and maximum value is the maximum value of the indicator across all countries. 
This linear normalization converts the indicator values into a common scale, allowing for comparability across different 
dimensions. There are several assumptions accompanied: (1) the minimum and maximum values for each indicator are 
fixed and known, and (2) the relationship between the raw values and the normalized scale is linear.

As previously noted, the education dimension is assessed using two separate indicators. Consequently, Equation 
1 is applied individually to each indicator, and their results are averaged using an arithmetic mean. Additionally, the 
natural logarithm is applied to the income values and goalposts, reflecting that each dimension index serves as a proxy 
for its respective capabilities. After computing the dimension indices, Equation 2 is used to determine the UN’s HDI by 
taking the geometric mean of these indices [18]:

( )
1
3

Health Education IncomeUN sHDI I I I′ = ⋅ ⋅ (2)

Based on the scores obtained per country, the countries are grouped based on cutoff points, as shown in Table 2, 
highlighting the country’s grouping in the first column and their cutoff points in the second column [18].

Table 2. UN’s HDI Cutoff Points

Country’s grouping  Cutoff point

Very high human development 0.800 and above

High human development 0.700-0.799

Medium human development 0.550-0.699

Low human development Below 0.550

Source: United nations development programme [18]

2.1.2 United nations’ human development index and effect of natural resources

In academic and policy discussions, a common argument is that an abundance of natural resources can negatively 
impact a country’s economic growth and development. However, further analysis has challenged this notion, revealing 
that natural resource wealth has been beneficial in several success stories. For instance, Norway and Chile have 
experienced economic prosperity due to their natural resources, provided they are managed effectively [6]. Pineda and 
Rodríguez found that changes in HD, as proxied by the UN’s HDI, are positively and significantly correlated with the 
abundance of natural resources, particularly in non-income dimensions, from 1970 to 2005. This indicates that natural 
resource abundance may positively influence HD rather than detract from it [6].
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Pineda and Rodríguez categorized countries as either net exporters or net importers of natural resources [Net 
exporters’ countries of natural resources are the countries that export more than the average. Net importers’ countries of 
natural resources are the countries that import more than the average]. Their findings showed that net importer countries 
tend to have higher UN HDI scores and better performance across all components. Changes in life expectancy were 
similar between both groups of countries, while GDP growth was slower in net exporter countries. Conversely, net 
exporters showed larger improvements in gross enrollment and literacy rates. Despite lower GDP per capita growth, net 
exporters had greater progress in other HDI components, indicating that natural resources primarily influence human 
development through non-income channels [6].

These findings underscore that natural resources can be developmental assets when complemented by effective 
human and physical capital investments and appropriate policies. When managed well, natural resources can drive 
sustainable economic development through investments in human capital, volatility management, real exchange rate 
control, and export diversification [6].

2.1.3 United nations’ human development index’s criticism

The UN’s HDI is a CI, retaining certain positive attributes inherent to CIs. CIs offer a simplified understanding of 
complex phenomena that cannot be captured by multiple indicators alone. They are valuable tools for decision-makers, 
as they distill complex, multidimensional issues into a single metric, facilitating the ranking of countries [4].

However, CIs face significant critiques, largely due to their subjective construction. These criticisms arise from 
various factors, including the selection of weights, the choice of functional models, and aggregation mechanisms [2, 
4]. Specifically, the UN’s HDI has faced criticism for: (1) employing equal weights, (2) differing methodologies for 
calculating each component index, (3) measurement errors stemming from estimated data sets, lack of census data, and 
incomplete coverage, (4) unrealistic goalposts in the 2012 HDI dataset, (5) normalization methods that can produce 
problematic results when values approach the minimum, which is inconsistent with geometric aggregation methods, and 
(6) limitations in credibility due to the dependence of country rankings on weighting, normalization, and aggregation 
methods [1, 4, 5, 7].

2.2 Data envelopment analysis and goal programming model
2.2.1 Data envelopment analysis

DEA is a nonparametric MP method that evaluates the performance of peer entities, known as DMUs, by 
converting multiple inputs into multiple outputs. DEA determines the efficiency of DMUs, assigning a score of 1 to 
efficient units and a positive value less than 1 to inefficient ones. DEA is favorably noted for its minimal assumptions 
and empirical orientation compared to other methods [10, 12-14].

The DEA model is structured with a maximized objective function of F0; which represents the efficiency of the 
DMU under investigation. This model is applied N times, once for each DMU.

Find the values of wi and vj which:

(3)
01

01

max
I

i ii
J

j jj

w y

v z
=

=

∑
∑
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Where:
yio is DMUo’s ith output and wi is the corresponding weight, where i = 1, 2, ..., I and DMU0 is the DMU under 

investigation.
zio is DMUo’s jth input and vi is the corresponding weight, where j = 1, 2, ..., J and DMU0 is the DMU under 

investigation.
yin is DMUn’s ith output and wi is the corresponding weight, where i = 1, 2, ..., I and n = 1, 2, ..., N.
zjn is DMUn’s jth input and vi is the corresponding weight, where j = 1, 2, ..., J and n = 1, 2, ..., N.
wi and vi are this model’s decision variables, where i = 1, 2, ..., I outputs and j = 1, 2, ..., J inputs.
DEA methodology is employed for constructing CIs. It calculates objective weights endogenously, based on 

the variables in the dataset, thereby highlighting the most significant variables. This approach addresses some of the 
drawbacks associated with PCA/FA and EW methods [13]. However, DEA encounters difficulties when dealing with 
missing data due to gaps in input/output coverage or incomplete reporting by DMUs, owing to its nonparametric and 
multidimensional nature [11]. Consequently, alternative methods are utilized for estimating missing values.

2.2.2 Goal programming model

The objective function is designed with deviation variables to be minimized, which allows multiple conflicting 
goals within the same model. A general formulation for the linear GP model is [15, 19].

Find the values of ,   and j n ne eβ + − which:

(6)( )1
 Minimize :  N

n nn
F e e+ −

=
= +∑

Subject to:

( )1
,  1,  2,  ,  J

j jn n n nj
x e e d n Nβ − +

=
+ − = = …∑

* 0,  1,  2,  ,  n ne e n N+ − = = …

unrestricted in sign,  for 1,  2,  ,   j j Jβ = …

,  0,  for 1,  2,  ,  n ne e n N− + ≥ = …

(7)

(8)

(9)

(10)

where:
F: The objective function.
xjn: The coefficient associated with variable j in the nth goal, where j = 1, 2, ..., J and n = 1, 2, ..., N.
βj: The jth decision variable, where j = 1, 2, ..., J.
dn: The value of the nth goal, where n = 1, 2, ..., N.

ne −: Negative deviational variable from the nth goal where n = 1, 2, ..., N.
ne +: Positive deviational variable from the nth goal, where n = 1, 2, ..., N.

Multiple regression is a widely used technique for estimating missing values, but it relies on several assumptions-
such as linearity, normality, constant variance, large sample size, and independence-that are not always met. When these 
assumptions hold, the least squares method is employed for missing value estimation. However, if the assumptions 
are not satisfied, the results may be unreliable, necessitating the use of alternative methods. GP is one such alternative, 
which is utilized for estimating regression model parameters. GP has been shown to outperform the least squares 
method, demonstrating lower Mean Square Error (MSE) across various sample sizes and parameters, and providing 
better overall model fitting. Additionally, GP is preferred over least squares in the presence of outliers [15, 16, 19].

Assume there are R parameters, Xr[r = 1, 2, ..., R]. Among these R parameters U(U < R) parameters have complete 
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values, Xu[u = 1, 2, ..., U], while (U – R) parameters have missing values denoted by X1[1 = U + 1, U + 2, ..., R]. 
Furthermore, consider a sample of N(n = 1, 2, ..., N) records, where the complete sample consists of M(m = 1, 2, ..., M). 
The subset of the sample that includes missing values is A[a = M + 1, M + 2, ..., N] and A = M – N.

Accordingly, the generally accepted model used in this paper is [15, 19]:
Find the values of βu, cm

+ and cm
– which:

(11)( )1
Minimize :  M

m mm
F c c+ −

=
= +∑

Subject to:

(13)

(14)

(15)

(12)

unrestricted in sign, for 1,  2,  ,   u u Uβ = …

,  0, for 1,  2,  ,  m mc c m M− + ≥ = …

0,  1,  2,  ,  m mc c m M+ −∗ = = …

( )1
,  1,  2,  ,  ,  1,  2,  ,  U

u um m mu lmx c c x m M l U U Rβ − +
=

+ − = = … = + + …∑

where:
F: The objective function.
xum: The coefficient associated with variable u in the mth goal, where u = 1, 2, ..., U and m = 1, 2, ..., M. The dataset 

M refers to the complete dataset that doesn’t include missing values and the dataset N is the full dataset, including both 
missing and non-missing values.

xlm: The coefficient associated with variable l in the mth goal, where 1 = U + 1, U + 2, ..., R and m = 1, 2, ..., M.
βu: The uth decision variable, where u = 1, 2, ..., U.

mc −: Negative deviational variable from the mth goal, where m = 1, 2, ..., M.
mc +: Positive deviational variable from the mth goal, where m = 1, 2, ..., M.

This model assumes that parameters with missing values are related to all parameters with complete values. 
Similarly, it applies to all parameters with missing values, with the model being run multiple times based on their 
quantities. When a parameter with missing values is related to selected parameters with complete values, then βu = 0 for 
the non-related parameters.

The complete dataset (M) is used to estimate the model parameters, noting that (N) represents the full dataset. This 
leads to the imputation process, where missing values are substituted with estimated values. During imputation, it is 
assumed that there are relationships between or among the variables and within the model itself. The following equation 
illustrates how model parameters are used to estimate the missing values in the remaining dataset [15, 16, 20]:

(16)( )1
ˆˆ ,  1,  2,  ,   and 1,  2,  ,  U

la u uau
x x l U U R a M M Nβ

=
= = + + … = + + …∑

where:
xua: The ath coefficient associated with variable u, where u = 1, 2, ..., U and a = M + 1, M + 2, ..., N.
ˆlax : The ath estimated coefficient associated with variable l, where 1 = U + 1, U + 2, ..., R, and a = M + 1, M + 2, ..., N.
ˆ

uβ : The uth estimated value for the decision variable βu, where u = 1, 2, ..., U.

3. Methodology
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This study presents a GP model that integrates DEA to enhance the calculation of CIs, specifically focusing on 
HDI. Unlike existing models, this combined approach addresses key limitations of traditional methods. The proposed 
GP model uniquely contributes to the literature by offering a dual approach: first, it estimates missing values through 
GP, and second, it calculates HDI weights by combining DEA and GP methods. This integration not only improves 
accuracy and robustness but also introduces a clear conceptual model that demonstrates how DEA and GP components 
work together to refine the HDI calculation, providing significant advancements over conventional models. The data 
used in DEA includes varying numbers of J inputs and I outputs, which often suffer from missing values-a common 
challenge in DEA applications.

3.1 Proposed model

The first objective for this model is to estimate missing values, for which the GP model is employed in this study. 
Let us assume that there are R inputs, where Xr[r = 1, 2, ..., R]. Out of these R inputs, U inputs have complete values, 
where Xu[u = 1, 2, ..., U], while the remaining (R – U) inputs contain missing values denoted as X1, where [1 = U + 1, U + 
2, ..., R]. Additionally, consider a sample of N(n = 1, 2, ..., N) DMUs with M being the complete sample [m = 1, 2, ..., M] 
and (M < N). The subset of the sample with missing values is A, where [a = M + 1, M + 2, ..., N] and A = N – M. 

The GP method is a method used for estimating the values of βu(u = 1, 2, ..., U) using the following model.
Find the values of mc +, mc − and βu which:

( )1
Minimize M

m mm
F c c+ −

=
= +∑ (17)

Subject to:

(18)

(19)

(20)

(21)

( )1
,  1,  2,  ,  ,  1,  2,  ,  

unrestricted in sign, for 1,  2,  ,  

* 0,  1,  2,  ,  

,  0,  1,  2,  ,  

 

U
u um m m lmu

u

m m

m m

x c c x m M l U U R

u U

c c m M

c c m M

β

β

− +
=

+ −

+ −

+ − = = … = + + …

= …

= = …

≥ = …

∑

where:
F: The objective function.
xum: The coefficient associated with variable u in the mth goal, where u = 1, 2, ..., U and m = 1, 2, ..., M. The dataset  

refers to the complete dataset that doesn’t include missing values and the dataset N is the full dataset, including both 
missing and non-missing values.

βu: The uth decision variable, where u = 1, 2, ..., U.
xlm: The coefficient associated with variable l in the mth goal, where 1 = U + 1, U + 2, ..., R and m = 1, 2, ..., M.

mc −: Negative deviational variable from the mth goal, where m = 1, 2, ..., M.
mc +: Positive deviational variable from the mth goal, where m = 1, 2, ..., M.

,   and m m uc c β+ −  are the model’s decision variables.
The objective function is designed with deviation variables to be minimized, which allows multiple conflicting 

goals within the same model. It is designed to estimate missing values and calculate βu’s efficiently. The derivation 
involves minimizing deviations from desired values with rationale including improving data accuracy. Key assumptions 
include linearity in deviations, equal treatment of positive and negative deviations, and the sufficiency of available data.

Moreover, this model assumes that each input variable with missing values is related to all inputs variables 
with complete data. If an input variable with missing values is only related to a subset of the complete inputs then 
βu = 0 for non-related inputs. After estimating βu[u = 1, 2, ..., U] for each x1[1 = U + 1, U + 2, ..., R], then the missing 
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values of these input variables are estimated using the below equation, which applies to the dataset M + 1, …, N. This 
imputation process takes place, which occurs via substituting a missing value with a particular one. Imputation provides 
assumptions about relationships among or between the variables; along with the relationships in the analytic model 
itself. Accordingly, those model parameters are used to estimate the missing values of the remaining datasets through 
the below equation. This dataset includes the x values corresponding to the missing data.

( )1
ˆˆ ,  1,  2,  ,   and 1,  2,  ,  U

la u uau
x x l U U R a M M Nβ

=
= = + + … = + + …∑ (22)

where:
xua The ath coefficient associated with variable u, where u = 1, 2, ..., U and a = M + 1, M + 2, ..., N.
ˆlax  The ath coefficient, to be estimated, associated with variable l, where 1 = U + 1, U + 2, ..., R and a = M + 1, M + 2, ..., 

N.
ˆ

uβ  The uth estimated value for the decision variable βu, where u = 1, 2, ..., U.
The data is now prepared with complete values for all inputs. A similar approach is then applied to estimate the 

missing values for outputs, resulting in a dataset with complete values for both inputs and outputs.
Moving to the second objective of this model, it is crucial to note that DEA operates under the premise of 

evaluating a set of N DMUs [10]. Consequently, the DEA model is applied N times, once for each DMUn, where n = 1, 2, 
..., N, to calculate a matrix of different weights [13]. This process results in a calculated weight for each input variable, 
vj, and to each output variable, wj, for every DMU. The matrix of weights derived from DEA has several limitations. 
First, it lacks a consistent basis for comparing and ranking different DMUs, as each DMU has its own unique set of 
weights. Second, the weights for each DMU do not sum to one, making it difficult to compare them with weights 
obtained from other methods. Third, the constraint that weights must be non-negative means that a DMU might be 
deemed efficient even if it performs well in only one input/output, leading to many DMUs being classified as efficient. 
This results in low discriminating power and leaves little scope for identifying performance improvements [13].

The proposed model addresses these limitations by using a GP approach to consolidate the DEA process. Instead of 
applying the DEA model individually for each DMU, which would be done N times, this approach integrates all DMUs 
into a single model. The GP model sets an efficiency aspiration level of 1 for each constraint related to every DMU, 
representing the highest possible efficiency. This model’s advantage lies in its ability to provide a solution that is as 
close as possible to this aspiration level.

Accordingly, the second objective is to maximize 1

1

I
i ini

J
j jnj

w y

v z
=

=

∑
∑

 for each DMU which reflects its efficiency with 

a maximum value of 1. Therefore, the GP model is formulated and the equation below is applied N times, once for 
each DMUn, where n = 1, 2, ..., N. Additionally, two nonnegative decision variables ns −, ns + are introduced to address 
issues of infeasibility or non-optimality by capturing negative and positive deviations. This leads to the development of 
constraints aimed at maximizing efficiency for each DMU as follows:

1

1

1;  1,  2,  ,  
I

i ini
n nJ

j jnj

w y
s s n N

v z
− +=

=

+ − = = …∑
∑

(23)

where:
zjn: DMUn’s jth standardized input and vj is the corresponding weight, where j = 1, 2, ..., J and n = 1, 2, ..., N.
yin: DMUn’s ith standardized output and wi is the corresponding weight, where i = 1, 2, ..., I, n = 1, 2, ..., N.

ns +: Positive deviational variable, where n = 1, 2, ..., N.
ns −: Negative deviational variable, where n = 1, 2, ..., N.

This model also includes constraints to prevent zero weights, as shown below, to ensure that the effects of all inputs 
and outputs are considered. Additionally, constraints are incorporated to ensure that the sum of the weights for inputs 
and outputs equals one for each DMU. This approach facilitates comparability between the weights obtained from this 
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model and those derived from other weighting method(s):

1

1

,  ;  1,  2,  ,  ;  1,  2,  ,  

1

1

i j

I
ii

J
jj

w v i I j J

w

v

ε

=

=

≥ = … = …

=

=

∑

∑

(24)

(25)

(26)

where:
vi: The weight corresponding to xjn which is ’s DMUn’s jth standardized input, where i = 1, 2, ..., I and n = 1, 2, ..., N.
wi: The weight corresponding to yjn which is ’s DMUn’s ith standardized output and, where i = 1, 2, ..., I and n = 1, 2, 

..., N.
ε : Positive small value.
Finally, the proposed goal programming model is designed to calculate the weights required to determine the 

proposed HDI using the DEA approach; as detailed below.
Find the values of ,  ,   and n n i js s w v+ −  which:

1
Minimize N

nn
F s −

=
= ∑ (27)

Subject to:

where: 
F: the objective function,
zjn: DMUn’s jth standardized input and vj is the corresponding weight, where j = 1, 2, ..., J and n = 1, 2, ..., N.
yin: DMUn’s ith standardized output and wi is the corresponding weight, where i = 1, 2, ..., I and n = 1, 2, ..., N.
ε : Positive small value.

ns −: Negative deviational variable, where n = 1, 2, ..., N.
ns +: Positive deviational variable, where n = 1, 2, ..., N.

,  ,   and n n i js s w v+ −  are the model’s decision variables.
Weights have now been calculated using the GP model, accounting for both standardized inputs and outputs. These 

weights are now prepared for use in calculating the proposed HDI. The proposed HDI is determined as a weighted 
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average of the standardized outputs, as follows:



1
New proposed HDI ,  1,  2,  ,  

I

i in
i

w y n N
=

= = …∑ (34)

Where:
yin: DMUn’s ith standardized output and  iw  is the corresponding estimated weight, where i = 1, 2, ..., I and n = 1, 2, ..., 

N.

3.2 Data and results

Step 1-“Selection of Outputs and Inputs”: This model includes specified inputs and outputs. For inputs, natural 
resources are considered, typically measured by the export share of primary products, as commonly referenced by 
scholars. These primary products include ores, food, fuel, metals, and agricultural raw materials. However, this selection 
primarily reflects reliance on natural resources rather than measures of resource abundance. To address this, the model 
adopts net exports of natural resources, as defined by Pineda and Rodríguez. This measure aims to mitigate two 
consumption-related issues: (1) Increased consumption driven by income growth may skew the relationship between 
net exports of natural resources and income, and (2) A reduction in natural resource exports coupled with an increase in 
imports often corresponds to a rise in capital endowment. To counteract these effects, additional inputs are introduced, 
including natural resource imports by labor force. This adjustment helps capture the indirect impact of natural resources 
on human development [6].

The input data for 189 countries are sourced from the World Bank’s Development Indicators for Natural Resources, 
which include 43 records with complete data missing, 14 records with missing labor force data, and 4 records with 
missing fuel export data [21]. The World Bank provides comprehensive datasets that are generally considered reliable 
and robust. However, potential limitations include variations in data collection methods across countries, differences 
in reporting standards, and updates that may not be timely. These factors can affect the accuracy and consistency of the 
data.

For outputs, the study uses four standardized HDI indices that cover health, education, and standard of living. 
Health is measured by life expectancy at birth; education is assessed through expected years of schooling for children 
starting school and mean years of schooling for adults aged 25 and older; and the standard of living is measured by 
GNI per capita [18, 22]. The UN’s HDI data are widely used but have been criticized for measurement errors, such as 
inconsistencies in data collection and normalization processes. This can impact the comparability and reliability of the 
HDI scores across different countries and over time.

By acknowledging the potential limitations of data for inputs and outputs, the study aims to provide a more 
accurate and reliable assessment of the proposed HDI model.

Step 2-“Missing Values Estimation through Median Imputation Method”: For the 43 missing records, the median 
imputation method was employed. This method was applied after classifying the countries based on income according 
to the World Bank classification, which divides countries into four groups: High, Upper-Middle, Lower-Middle, and 
Low [23]. The same approach was used for estimating the 14 missing records related to the labor force.

Step 3-“Missing Values Estimation using GP Model”: The inputs and outputs are prepared for the proposed 
model. However, there are 4 records with missing data related to fuel exports. The proposed model, addressing its first 
objective, will be applied to estimate the missing values for these 4 fuel export records.

Step 4-“Weights Calculation for the Proposed HDI using DEA Approach and GP Model”: The data is now 
complete and ready for the new proposed GP model to address its second objective. This objective involves calculating 
the weights for the proposed HDI using both the DEA approach and the GP model, incorporating both inputs and 
outputs.

Step 5-“Calculating the Proposed HDI”: The weights are now prepared for calculating the proposed HDI, which is 
determined by taking a weighted average of the standardized outputs.

An analysis of the differences between the UN’s HDI rankings and those derived from the proposed model, which 
incorporates the effect of natural resources, revealed some notable shifts. For instance, Norway, which ranked first in 
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the UN’s HDI, dropped to the second batch of countries in the proposed model, whereas Switzerland and Australia 
maintained their top positions. Conversely, Canada improved from the second batch to the top of the list in the new 
model. Additionally, the rankings of ten countries-Finland, Belgium, Panama, Bosnia and Herzegovina, Paraguay, 
Indonesia, Afghanistan, Yemen, Sierra Leone, and Niger-remained unchanged.

4. The proposed human development index validations and discussion of findings
4.1 The proposed human development index validation

The proposed HDI, like other composite indicators, involves subjective calculations, particularly in its aggregation 
and normalization techniques. These methods significantly impact the final CI calculations, making it crucial to assess 
subjectivity to evaluate the reliability of the CI effectively [24].

4.1.1 Correlation between the proposed human development index and united nations’ human development index 
ranks

As previously noted, one criterion used to compare the proposed HDI rankings with those of the UN is Spearman’s 
Rank Correlation Coefficient ρ. This coefficient is used to assess whether the HDI rankings are significantly affected by 
the weighting technique used. 

The hypotheses tested is H0: ρ = 0 versus H1: ρ ≠ 0; comparing the proposed HDI ranks to the UN’s HDI ones; with 
ρ = 0.949. The value of ρ indicates a strong positive correlation between the two sets of rankings. The p-value for this 
test is less than 0.001, demonstrating a high degree of correlation despite the different weighting methods. 

These results suggest that the new method for calculating HDI does not substantially alter the rankings. However, 
the new method incorporates both human development dimensions and natural resources, offering several advantages 
over the UN’s HDI methodology. These advantages address some of the limitations inherent in the UN’s HDI 
calculations and are detailed below

4.1.2 Wilcoxon signed rank test

The second test applied is the Wilcoxon Signed Rank test, a non-parametric method used to assess hypothesis about 
the median; i.e.: H0: µd = 0 against H1: µd ≠ 0; such that µd reflects the deviation average between the paired sample 
two sets [25]. This test produced a zero p-value, which rejects H0; i.e.: there is a difference in the median for the paired 
sample. 

This demonstrates that the new approach yields distinct HDI values and rankings by considering not only the 
outputs, such as human development dimensions, but also the inputs, such as natural resources. Additionally, the 
proposed methodology has several advantages, which are outlined below. These advantages address and overcome some 
of the limitations associated with the UN’s HDI calculations.

4.2 The proposed human development index advantages and limitations
4.2.1 The proposed human development index advantages

The new methodology offers several advantages:
1. Equitable Treatment of All Countries: The approach maintains the primary benefit of DEA by ensuring that each 

country’s CI value is maximized.
2. Endogenous and Automatic Weight Calculation: The methodology calculates weights directly from the data, 

eliminating the need for prior weight information and reducing subjectivity. This approach considers the effects of 
natural resource variables and automates the weight calculation process.

3. Emphasis on Sub-Indicators: By deriving equal or unequal weights from the data, the methodology enhances the 
impact of sub-indicators on decision-making.

4. Comparable and Non-Zero Weights: The weights for sub-indicators sum to one, allowing for straightforward 
comparison with other weighting methods. The methodology also introduces an endogenous  weight bound.
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5. Consideration of Natural Resources: Unlike the UN’s HDI, which uses three normalized human dimension sub-
indicators, the proposed HDI includes four, accounting for the impact of natural resources.

6. Minimization of Absolute Residuals: The methodology uses the GP model for missing value estimation, which 
has proven to be more accurate than the least-squares method, especially in the presence of outliers.

4.2.2 The proposed human development index limitations

The new methodology also has several limitations:
1. DEA Model-Related Issues: The efficiency of the DEA approach can be highly sensitive to variations in the 

sample and the selection of inputs and outputs.
2. Nonlinear Model-Related Issues: The proposed model incorporates nonlinear goals, as represented in Equation 

28, necessitating the use of nonlinear solving algorithms.
3. Goal Deviational Variables-Related Issues: The model involves a large number of goal deviational variables, 

especially with an increased sample size, such as a larger number of countries. This results in greater model complexity 
and longer processing times.

5. Conclusion
CIs are widely employed for performance monitoring and policy analysis [3, 9]. The UN’s HDI is a prominent CI, 

calculated using the geometric mean of selected normalized indices [7, 8]. The UN’s HDI demonstrates a significant 
positive correlation with natural resource abundance, particularly in non-income-related dimensions [6]. However, 
it faces criticism for measurement errors, biases in international data, and the arbitrary nature of its weighting and 
aggregation methods [4].

To address these criticisms, many researchers have applied DEA, a data-oriented approach that transforms multiple 
inputs into multiple outputs to evaluate the performance of peer entities, known as DMUs [10, 12-14]. DEA faces 
challenges with missing data, which can be mitigated using GP models, particularly for estimating regression parameters 
[11, 15].

This paper introduces a proposed GP model utilizing the DEA approach to calculate a revised HDI. This model 
defines outputs and inputs based on average achievements in key human development dimensions and natural resources, 
respectively.

Given the subjectivity inherent in different calculation procedures, such as normalization and aggregation, the 
reliability of the proposed HDI is assessed through various methods. These include correlation analysis between the 
proposed HDI rankings and the UN’s HDI rankings, and the Wilcoxon Signed Rank Test. The correlation analysis 
shows a high level of correlation in rankings despite different weighting techniques, while the Wilcoxon Signed Rank 
Test reveals significant differences in median rankings for paired samples.

The model’s advantages include its equitable treatment of all countries, automatic and endogenous weight 
calculation, emphasis on sub-indicator influences, comparability of non-zero weights, consideration of natural resources’ 
impact, and minimization of the sum of absolute residuals. However, the model also has limitations related to DEA 
issues, nonlinear aspects, and goal deviation variables. These limitations are addressed and explored as potential areas 
for future research.

6. Points for future research
1. The current model uses natural resources as inputs, but exploring additional inputs correlated with the HD-

defined outputs could provide further insights. These additional inputs might influence the HDI calculation and impact 
the resulting rankings.

2. The proposed model includes nonlinear goal constraints, which introduce computational complexity. Linear 
transformations could simplify these constraints, making the model easier to solve compared to nonlinear approaches.

3. Conducting simulation studies could help assess the reliability of the proposed model by varying the number of 



Contemporary Mathematics 4612 | Yasmine Salama, et al.

inputs and outputs, exploring different correlations between them, and using different sample sizes.
4. The new proposed HDI can be calculated using the geometric mean of the standardized outputs, addressing the 

limitations associated with using the weighted arithmetic mean.
5. Additional validation methods, such as sensitivity analysis and robustness checks, could provide a more 

comprehensive evaluation of the proposed HDI.
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