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Abstract: This paper investigates the idea of the 𝜂-approximated technique for converting the nonlinear and nonconvex
multiobjective fractional variational dual problems (MFP) and (MFD) with inequality constraints to the linear and convex
counterparts of the problems, namely, (MFP)𝜂 and (MFD)𝜂 , respectively. Weak, strong, and converse duality theorems
are obtained for the original as well as the 𝜂-approximated dual pair under invexity for weak Pareto as well as Pareto
solutions. Furthermore, the connection between the original and modified problems has also been established. A suitable
numerical example is constructed to bolster the research paper.
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1. Introduction
A wide range of mathematical theories that have developed via the study of variational principles, optimum control,

and linear and nonlinear systemswith the goal of minimizing the function are reflected in variational analysis. Utilizing the
concepts of variational calculus, vector-valued variational programming seeks to determine the minimum or maximum of
a vector-valued function that arises in optimization problems. Applications of variational calculus in optimization include
aeronautical design and space management structures [1, 2], optimization in orbit transfer [3], engineering [4], economics
[5], and so on. A great deal of effort has been made by several researchers to establish the foundation for optimality-that
is, results that are both necessary and sufficient. Assuming the function to be convex, Mond and Hanson [6] worked
on the dual model of variational problems and derived various duality results. After that, Mond et al. [7] demonstrated
the duality theorems by extending the findings of Mond and Hanson [6] by employing an invex function rather than a
convex one. Making use of a generalized invex function, Mond and Husain [8] developed the KKT-sufficiency criterion
to identify optimality and duality relations for optimization problems. In addition to establishing the relationship between
variational and multiobjective programming problems under the convexity assumption, Bector and Husain [9] constructed
dual models formultiobjective variational programs and derived duality theorems. By creating amultiobjective variational
problem, Nahak and Nanda [10] widened the work of Bector and Husain [9] from convex to invex function and obtained
duality results. The duality and optimality conditions for variational problems under 𝜌-(𝜂, 𝜃)-𝐵-type-I and the generalized
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𝜌-(𝜂, 𝜃)-𝐵-type-I functions were examined by Nahak and Behera [11]. For the vector variational problem, Khazafi and
Rueda [12] proposed the mixed dual model, derived optimality criteria, and several dual results. Assuming the function
to be (𝛽, 𝜌)-type I, Khazafi et al. [13] focused on the optimality as well as duality conditions for vector optimization
formulations. Using a parametric approach, Stancu-Minasian and Mititelu [14] developed a dual model for the fractional
problem and discussed the necessary conditions. Appropriate duality results under the (𝜌, 𝑏)-quasiinvex function are
derived based on the dual model.

In the course of the aforementioned research, Antczak developed a novel strategy known as the 𝜂-approximated
method for determining the optimal answer. The relation between the original vector problem and the modified problem
under generalized invexity was described by Antczak in [15]. He also came up with an 𝜂-approximated approach to
solve the differentiable vector-valued problem. Additionally, Antczak [16] worked on the dual model by using the 𝜂-
approximation approach to transform the problem and dual. From this, they were able to establish many duality relations
for the 𝜂-approximated problem and dual pair. Subsequently, Antczak [17] enlarged on the findings of [16] by investigating
the relationship between the optimal solution of the original optimization problem and the related 𝜂-approximated problem,
making use of the concept of 𝑟-invexity as a tool. After that, Antczak and Michalak [18] worked on the 𝜂-approximated
technique for nonconvex vector variational formulations and developed a relationship for the Pareto solution between
the problem generated with the 𝜂-approximated method and the vector variational problem. The optimality and saddle-
point criteria for a nonconvex variational optimization problem were examined by Jayswal et al. [19]. Additionally, they
demonstrated the relationship between the saddle point of the modified variational problem and the optimal solution to the
variational programming problem by modifying the objective function using an 𝜂-approximated technique. Jha et al. [20]
just proposed a 𝜂-approximated approach for using the (𝑝, 𝑟)-invex function to solve nonconvex variational problems, and
they demonstrated multiple duality results under the Mond-Weir dual model. Jha et al. [21] subsequently employed the
𝜂-approximation approach to frame the multi-time vector variational formulations and obtained the equivalency results
based on the multi-time problem in conjunction with the 𝜂-approximation problem.

Motivated by the aforementioned studies, we have investigated multiobjective fractional variational problems
through the 𝜂-approximated method. This article’s development is summarized as follows: Basic notations that are
utilized throughout the article’s sequel are provided in Section 2. Further, we construct a multiobjective fractional
variational problem and recall the optimality criteria. In Section 3, we construct the Mond-Weir dual model, introduce
the 𝜂-approximated method, and formulate the modified variational problem and modified dual problem by modifying
both the objective function and constraints using the 𝜂-approximated approach. Further, we derive several (weak, strong,
and converse) duality theorems. Additionally, we formulate a numerical example of a nonlinear nonconvex fractional
variational problem with its dual, and using the 𝜂-approximation method, we construct the modified problem with its dual
pair, through which we can validate that using the 𝜂-approximation method, the nonlinear nonconvex fractional problem
may be reduced to linear, convex, and nonfractional problems. Finally, Section 4 summarizes the accomplished work in
the form of conclusions.

2. Preliminaries
The following equalities and inequalities are set out in this section and will be used throughout the article. For any

𝜘1 = (𝜘11, 𝜘12, . . . , 𝜘1𝑛), 𝜘2 = (𝜘21, 𝜘22, . . . , 𝜘2𝑛) in R𝑛, we have
(i) 𝜘1 = 𝜘2 ⇔ 𝜘1𝑖 = 𝜘2𝑖 , ∀𝑖 = 1, . . . , 𝑛;
(ii) 𝜘1 > 𝜘2 ⇔ 𝜘1𝑖 > 𝜘2𝑖 , ∀𝑖 = 1, . . . , 𝑛;
(iii) 𝜘1 ≧ 𝜘2 ⇔ 𝜘1𝑖 ≧ 𝜘2𝑖 , ∀𝑖 = 1, . . . , 𝑛;
(iv) 𝜘1 ≥ 𝜘2 ⇔ 𝜘1 ≧ 𝜘2, 𝜘1 ≠ 𝜘2.
In the sequel to the paper, consider I = [𝜏1, 𝜏2] as a closed interval, and suppose X represents the space of

continuously differentiable functions 𝜍: I → R𝑛 having the norm ‖𝜍 ‖ = ‖𝜍 ‖∞ + ‖𝐷𝜍 ‖∞. Let the differential operator 𝐷
be specified as
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ð = 𝐷𝜍 ⇔ 𝜍 (𝜃) = 𝜍 (𝜏1) +
𝜃∫

𝜏1

ð(𝑠)𝑑𝑠,

where 𝜍 (𝜏1) is boundary value. Therefore, 𝐷 ≡ 𝑑
𝑑𝜃 excludes points where the functions are not continuous.

Let the multiobjective fractional variational problem be constructed as:

(MFP) min 𝜙(𝜍) =
©«

𝜏2∫
𝜏1

𝜑1 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓1 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃
, . . . ,

𝜏2∫
𝜏1

𝜑𝑘 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑘 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃

ª®®®®¬
,

subject to ℎ(𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃)) ≦ 0, 𝜃 ∈ I ,

𝜍 (𝜏1) = 𝛼, 𝜍 (𝜏2) = 𝛽,

where
(i) the functions 𝜑: I ×R𝑛 ×R𝑛 → R𝑘 , 𝜓: I ×R𝑛 ×R𝑛 → R𝑘 and ℎ: I ×R𝑛 ×R𝑛 → R𝑚 possess continuous

differentiability;

(ii)
𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃 ≧ 0,
𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃 > 0, 𝑖 ∈ K = {1, . . . , 𝑘}.

Further, the set of feasible solutions is represented by

Υ: = {𝜍 ∈ 𝑋: 𝜍 (𝜏1) = 𝛼, 𝜍 (𝜏2) = 𝛽 and ℎ(𝜃, 𝜍, ¤𝜍) ≦ 0, 𝜃 ∈ I }.

For 𝜍: I → R𝑛, ¤𝜍 (𝜃) denotes the derivative of 𝜍 with regard to 𝜃. Moreover, 𝜑𝜍 and 𝜑 ¤𝜍 denote 𝑘 × 𝑛 Jacobian
representations of first-order partial derivatives of 𝜑(𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃)) with regard to 𝜍 and ¤𝜍 respectively, i.e., 𝜑1𝜍 , . . . , 𝜑𝑘 𝜍

and 𝜑1 ¤𝜍 , . . . , 𝜑𝑘 ¤𝜍 with  

𝜑𝑖𝜍 =

(
𝜕𝜑𝑖

𝜕𝜍1
,
𝜕𝜑𝑖

𝜕𝜍2
, . . . ,

𝜕𝜑𝑖

𝜕𝜍𝑛

)𝑇
and 𝜑𝑖 ¤𝜍 =

(
𝜕𝜑𝑖

𝜕 ¤𝜍1
,
𝜕𝜑𝑖

𝜕 ¤𝜍2
, . . . ,

𝜕𝜑𝑖

𝜕 ¤𝜍𝑛

)𝑇
, ∀𝑖 ∈ K ,

where the superscript 𝑇 represents the transpose operator. Similarly, 𝜓𝜍 , ℎ𝜍 and 𝜓 ¤𝜍 , ℎ ¤𝜍 denote 𝑘 ×𝑛 and 𝑚×𝑛 Jacobian
representation of first-order partial derivatives of the function 𝜓(𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃)) and ℎ(𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃)) with regard to 𝜍 and
¤𝜍 respectively.

Special cases
(i) If we consider the nonfractional single objective function instead of the multiobjective fractional problem (MFP),

then it reduces to the problem discussed in Jha et al. [20].
(ii) Additionally, in (i), if we consider the static case, then we get the problem discussed in Antczak [22].
Definition 1 A point 𝜍 ∈ Υ is known as a Pareto solution (efficient solution) to (MFP) provided there is no point

𝜍 ∈ Υ satisfying
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𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃
≦

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤̂𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍 (𝜃), ¤̂𝜍 (𝜃))𝑑𝜃
; ∀𝑖 ∈ K ,

with at least one strict inequality.
Definition 2 A point 𝜍 ∈ Υ is known as a weak Pareto solution (weak efficient solution) to MFP, provided there is

no point 𝜍 ∈ Υ satisfying

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃))𝑑𝜃
<

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤̂𝜍 (𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍 (𝜃), ¤̂𝜍 (𝜃))𝑑𝜃
; ∀𝑖 ∈ K .

As for convenience, we write 𝜑𝑖 (𝜃, 𝜍 (𝜃), ¤𝜍 (𝜃)) shortly by 𝜑𝑖 (𝜃, 𝜍, ¤𝜍)(𝑖 ∈ K ). Moreover, let us consider 𝜂: I ×
𝑋 × 𝑋 → R𝑛 as a multi-valued differentiable function with the condition 𝜂(𝜃, 𝜍, 𝜍) = 0, for all 𝜍 (𝜃) ∈ 𝑋 .

Next, let us generalize the definition of invexity given by Jayswal et al. [19] from scalar-valued to vector-valued
functions.

Definition 3 Avector-valued function
𝜏2∫
𝜏1

ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 is said to be invex (strictly invex) at a point 𝜍 ∈ 𝑋 in connection
with 𝜂 provided

𝜏2∫
𝜏1

ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 −
𝜏2∫

𝜏1

ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃

≧ (>)
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)𝑇
ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃; ∀ 𝜍 ∈ 𝑋.

Consequently, we work out the optimality criteria for (MFP), which can be seen in Antczak [15], Stancu-Minasian
and Mititelu [14].

Theorem 1 Let the feasible point 𝜍 ∈ Υ be a (weak) Pareto solution to (MFP) and satisfies the Slater’s constraint
qualification. Then a vector 𝛿 ∈R𝑘 and a smooth piecewise function 𝜌:I →R𝑚 exist and satisfy the following conditions:

𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)] + (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)] + (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)
, (1)
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(𝜌(𝜃))𝑇ℎ(𝜃, 𝜍, ¤̂𝜍) = 0, (2)

𝛿 > 0, 𝜌(𝜃) ≧ 0 (𝜃 ∈ I ),
𝑘∑

𝑖=1

𝛿𝑖 = 1, (3)

whereΦ𝑖 (𝜍) stands for the numerator and ℵ𝑖 (𝜍) for the denominator of the 𝑖-th component of the objective function 𝜙(𝜍).

3. Dual formulation
This section outlines the formulation of the Mond-Weir dual model of (MFP) and discusses duality relations by

modifying the original problem (MFP) and its dual model with the 𝜂-approximated method.
The dual model of the problem (MFP) is constructed as

(MFD) max 𝜙(ð) =
©«

𝜏2∫
𝜏1

𝜑1 (𝜃, ð(𝜃), ¤ð(𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓1 (𝜃, ð(𝜃), ¤ð(𝜃))𝑑𝜃
, . . . ,

𝜏2∫
𝜏1

𝜑𝑘 (𝜃, ð(𝜃), ¤ð(𝜃))𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑘 (𝜃, ð(𝜃), ¤ð(𝜃))𝑑𝜃

ª®®®®¬
,

subject to ð(𝜏1) = 𝛼, ð(𝜏2) = 𝛽, (4)

𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð)𝜑𝑖𝜍 (𝜃, ð, ¤ð) −Φ𝑖 (ð)𝜓𝑖𝜍 (𝜃, ð, ¤ð)] + (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð, ¤ð)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð)𝜑𝑖 ¤𝜍 (𝜃, ð, ¤ð) −Φ𝑖 (ð)𝜓𝑖 ¤𝜍 (𝜃, ð, ¤ð)] + (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð, ¤ð)
)
, (5)

𝜏2∫
𝜏1

(𝜌(𝜃))𝑇ℎ(𝜃, ð, ¤ð)𝑑𝜃 ≧ 0, (6)

𝛿 > 0, 𝜌(𝜃) ≧ 0 (𝑡 ∈ I ),
𝑘∑

𝑖=1

𝛿𝑖 = 1. (7)

The set containing all feasible solutions to (MFD) is labelled as Ω. Therefore, for any (ð, 𝛿, 𝜌(𝜃)) ∈ Ω, let us
construct the modified problem and its dual model using the 𝜂-approximated method as follows:
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(MFP)𝜂 min
𝜏2∫

𝜏1

{
ℵ1 (ð̂)𝜑1 (𝜃, ð̂, ¤̂ð) −Φ1 (ð̂)𝜓1 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ1 (ð̂)𝜑1𝜍 (𝜃, ð̂,

¤̂ð) −Φ1 (ð̂)𝜓1𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ1 (ð̂)𝜑1 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ1 (ð̂)𝜓1 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

, . . . ,

𝜏2∫
𝜏1

{
ℵ𝑘 (ð̂)𝜑𝑘 (𝜃, ð̂, ¤̂ð) −Φ𝑘 (ð̂)𝜓𝑘 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑘 (ð̂)𝜑𝑘𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑘 (ð̂𝜓𝑘𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑘 (ð̂)𝜑𝑘 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑘 (ð̂𝜓𝑘 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

subject to 𝜍 (𝜏1) = 𝛼, 𝜍 (𝜏2) = 𝛽, (8)

𝜏2∫
𝜏1

𝜌(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0, 𝑡 ∈ I . (9)

(MFD)𝜂 max
𝜏2∫

𝜏1

{
ℵ1 (ð̂)𝜑1 (𝜃, ð̂, ¤̂ð) −Φ1 (ð̂)𝜓1 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ1 (ð̂)𝜑1𝜍 (𝜃, ð̂,

¤̂ð) −Φ1 (ð̂)𝜓1𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ1 (ð̂)𝜑1 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ1 (ð̂)𝜓1 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃
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, . . . ,

𝜏2∫
𝜏1

{
ℵ𝑘 (ð̂)𝜑𝑘 (𝜃, ð̂, ¤̂ð) −Φ𝑘 (ð̂)𝜓𝑘 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑘 (ð̂)𝜑𝑘𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑘 (ð̂)𝜓𝑘𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑘 (ð̂)𝜑𝑘 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑘 (ð̂)𝜓𝑘 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

subject to ð(𝜏1) = 𝛼, ð(𝜏2) = 𝛽, (10)

𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)] + (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)] + (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)
, (11)

𝜏2∫
𝜏1

𝜌(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≧ 0, (12)

𝛿 > 0, 𝜌(𝜃) ≧ 0 (𝜃 ∈ I ),
𝑘∑

𝑖=1

𝛿𝑖 = 1. (13)

Remark 1 The set containing all feasible solutions to (MFP)𝜂 and (MFD)𝜂 is the same as the original problem
(MFP) and its dual model (MFD).

Example 1 Let 𝑋 and 𝜍:I →I , I = [0, 1] be the sets of continuously differentiable functions. The pair of primal
and dual models for the multiobjective variational problem are characterized by:

(MFP1) min 𝜙(𝜍) =
©«

1∫
0

(
𝜃𝜍2 (𝜃) + sin 𝜍 (𝜃) −1

)
𝑑𝜃

1∫
0

(
𝜍4 (𝜃) + 𝜍 (𝜃) +1

)
𝑑𝜃

,

1∫
0

(
𝜃𝜍2 (𝜃) −2cos 𝜍 (𝜃) +1

)
𝑑𝜃

1∫
0

(
𝜍2 (𝜃) + 𝜍 (𝜃) +1

)
𝑑𝜃

ª®®®®®¬
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subject to ℎ(𝜃, 𝜍, ¤𝜍) = 𝜍2 (𝜃) − 𝜍 (𝜃) ≦ 0,

𝜍 (0) = 𝜍 (1) = 0.

Let Υ: = {𝜍 ∈ X: 𝜍 (0) = 𝜍 (1) = 0, and 0 ≦ 𝜍 (𝜃) ≦ 1, where 𝜃 ∈ I } stands for the set of feasible solutions. The
function 𝜂: I × 𝑋 × 𝑋 → R is specified by

𝜂(𝜃, 𝜍, 𝜍) = 𝜍 (𝜃) + 𝜍 (𝜃). (14)

Let 𝜌(𝜃) = 3
2 , 𝛿1 = 1

2 , 𝛿2 = 1
2 and consider 𝜍 = 0.

Now the dual of (MFP1) is constructed by utilizing the expression given in (4)-(7).
The dual model:

(MFD1) max 𝜙(ð) =
©«

1∫
0

(
𝜃ð2 (𝜃) + sinð(𝜃) −1

)
𝑑𝜃

1∫
0

(
ð4 (𝜃) +ð(𝜃) +1

)
𝑑𝜃

,

1∫
0

(
𝜃ð2 (𝜃) −2cosð(𝜃) +1

)
𝑑𝜃

1∫
0

(
ð2 (𝜃) +ð(𝜃) +1

)
𝑑𝜃

ª®®®®®¬
subject to ð(0) = ð(1) = 0,

(
ð4 (𝜃) +ð(𝜃) +1

) (
2𝑡ð(𝜃) + cosð(𝜃)

)
−

(
𝜃ð2 (𝜃) + sinð(𝜃) −1

) (
4ð3 (𝜃) +1

)
+

(
ð2 (𝜃) +ð(𝜃) +1

) (
2𝑡ð(𝜃) +2sinð(𝜃)

)
−

(
𝜃ð2 (𝜃) −2cosð(𝜃) +1

) (
2ð(𝜃) +1

)
+2𝜌(𝜃) (2ð(𝜃) −1) = 0,

1∫
0

𝜌(𝜃)𝑇 (ð2 (𝜃) −ð(𝜃)) ≧ 0,

𝜌(𝜃)𝑇 ≧ 0, 𝑡 ∈ I .

Next, let us construct the modified problem and its dual pairs for the feasible point (ð̂, 𝛿1, 𝛿2, 𝜌(𝜃)) =
(
0, 1

2 ,
1
2 ,

3
2

)
as follows:
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(MFP1)𝜂 min

( 1∫
0

2𝜍 (𝜃)𝑑𝜃,
1∫

0

𝜍 (𝜃)𝑑𝜃
)

subject to 𝜍 (0) = 𝜍 (1) = 0,

∫ 1

0
−𝜍 (𝜃)𝜌(𝜃)𝑇𝑑𝜃 ≦ 0.

(MFD1)𝜂 max

( 1∫
0

2ð(𝜃)𝑑𝜃,
1∫

0

ð(𝜃)𝑑𝜃
)

subject to ð(0) = ð(1) = 0,

3−2𝜌(𝜃) = 0,

∫ 1

0
−ð(𝜃)𝜌(𝜃)𝑇𝑑𝜃 ≧ 0.

𝜌(𝜃𝑇 ) ≧ 0.

Clearly, 𝜍 (𝜃) = 0 and (ð̂, 𝛿1, 𝛿2, 𝜌(𝜃)𝑇 ) =
(
0, 1

2 ,
1
2 ,

3
2 ) are feasible solutions to the modified problem and its dual,

respectively.
Note: In Example 1, the objective functions of the primal and its dual are nonconvex and nonlinear, which can

be easily verified. Moreover, we observe that after modifying the considered problem and its dual pair using the 𝜂-
approximated method, the objective function reduces to convex as well as linear. Also, the fractional problem simplifies
to nonfractional ones. Hence, one can conclude that in some cases, the modified fractional variational problem is simpler
than the original fractional variational problem.

Next, let us derive the duality theorems for the original problem (MFP) and the modified problem (MFP)𝜂 with the
help of its dual models (MFD) and (MFD)𝜂 , respectively.

Proposition 1 (Weak duality for modified problems under the weak Pareto solution) Let 𝜍 be the feasible solution
to the problem (MFP)𝜂 and (ð, 𝛿, 𝜌(𝜃)) be the feasible solution to the dual (MFD)𝜂 . Then the following cannot hold:

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}
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+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃, ∀𝑖 ∈ K .

Proof. Let us assume the opposite of the result that the above inequality holds. Hence, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

<

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃, ∀𝑖 ∈ K .

Multiplying both sides of the above inequality with the Lagrangemultiplier 𝛿 > 0 and summing up from 𝑖 = {1, . . . , 𝑘},
we obtain

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃
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<

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃. (15)

On the other hand, since (𝜍) and (ð, 𝛿, 𝜌(𝜃)) are feasible solutions to (MFP)𝜂 and (MFD)𝜂, respectively. Therefore,
one can have

𝜏2∫
𝜏1

𝜌(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0, (16)

and

𝜏2∫
𝜏1

𝜌(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≧ 0. (17)

By combining the inequality (16) with the inequality (17), one can obtain

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

≦

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃. (18)

Further, multiplying both sides of equation (11) with 𝜂(𝜃, ð, ð̂) and integrating within the limit 𝜏1 to 𝜏2, we get

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
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+ (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)}
𝑑𝜃.

With the help of integration by parts in the above equation, we get

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=

[
𝜂(𝜃, ð, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}] 𝜏2

𝜏1

−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃. (19)

Equation (19) together with (10) and 𝜂(𝜃, ð̂, ð̂) = 0 gives

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃
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=−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ (𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃. (20)

The equation (20) can be rephrased as

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃

=−
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂) (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
(𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃. (21)

Similarily, for the feasible point (𝜍, 𝛿, 𝜌(𝜃)) in (MFD)𝜂 , one can have

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃

=−
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂) (𝜌(𝜃))𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
(𝜌(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃. (22)

Inequality (18) together with the equations (21) and (22) gives
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𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃

≧

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃,

which opposes the inequality (15). Thus, the proof is complete.
Proposition 2 (Weak duality for modified problems under the Pareto solution) Let 𝜍 be the feasible solution to the

problem (MFP)𝜂 and (ð, 𝛿, 𝜌(𝜃)) be the feasible solution to the dual (MFD)𝜂 . Then the following cannot hold:

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

≦

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃, ∀𝑖 ∈ K ,

with at least one strict inequality.
Proof. The proof of this proposition follows from Proposition 1.
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Theorem 2 (Weak duality for original problems under the weak Pareto solution) Let 𝜍 be the feasible solution to the

problem (MFP) and (ð̂, �̂�, �̂�(𝜃)) be the feasible solution to the dual (MFD). Further, suppose that
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍) −

Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃 (𝑖 ∈ K ) and
𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 are invex functions at a feasible point ð̂ on 𝑋 with regard to 𝜂.

Then the following inequality cannot hold:

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃
<

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃
, ∀𝑖 ∈ K .

Proof. Let us assume the contrary of the result that

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃
<

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃
, ∀𝑖 ∈ K ,

holds. That is,

𝜏2∫
𝜏1

{
ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃, ∀𝑖 ∈ K . (23)

On the other hand, we will show that 𝜍 and (ð̂, �̂�, �̂�(𝜃)) are the sets of feasible solutions to (MFP)𝜂 and (MFD)𝜂 ,
respectively. Since 𝜍 is a feasible solution to (MFP). Hence, we have

ℎ(𝜃, 𝜍, ¤̂𝜍) ≦ 0.

Using the condition �̂�(𝜃)𝑇 ≧ 0 in the above inequality, we get

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍) 𝑑𝜃 ≦ 0. (24)

Since the function
𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 is invex at a point ð̂ on 𝑋 with regard to 𝜂. So,
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𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 ≧
𝜏2∫

𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃. (25)

According to inequality (24), the inequality (25) reduces to

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0,

which confirms that 𝜍 is a feasible solution to (MFP)𝜂 . Moreover, since (ð̂, �̂�, �̂�(𝜃)) is a feasible solution to the dual
(MFD). Therefore, from inequality (6), one can obtain

𝜏2∫
𝜏1

(𝜌(𝜃))𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 ≧ 0.

Using the condition 𝜂(𝜃, ð̂, ð̂) = 0, the above inequality can be written as

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≧ 0,

which is equivalent to (12). Hence, (ð̂, �̂�, �̂�(𝜃)) is a feasible solution to the dual (MFD)𝜂 . The function
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍)−

Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃 (𝑖 ∈ K ) is invex at a point ð̂ on X with redard to 𝜂 yields

𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)}𝑑𝜃
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≧

𝜏2∫
𝜏1

{ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)}𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂){ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
{ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)}

}
𝑑𝜃, ∀𝑖 ∈ K .

The above inequality, together with Proposition 1, gives

𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)}𝑑𝜃

≧

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃, ∀𝑖 ∈ K ,

which opposes the inequality (23). Thus, the proof is finalized.
Theorem 3 (Weak duality for original problems under the Pareto solution) Let 𝜍 be the feasible solution to the

problem (MFP) and (ð̂, �̂�, �̂�(𝜃)) be the feasible solution to the dual (MFD). Further, suppose that
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍) −

Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃 (𝑖 ∈ K ) is strictly invex, and
𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 is an invex function at a feasible point ð̂ on 𝑋

with regard to 𝜂. Then the following inequality cannot hold:

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃
≦

𝜏2∫
𝜏1

𝜑𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃

𝜏2∫
𝜏1

𝜓𝑖 (𝜃, ð̂, ¤̂ð)𝑑𝜃
, ∀𝑖 ∈ K ,

with at least one strict inequality.
Proof. The proof of this theorem follows from Theorem 2.
Theorem 4 If the feasible point 𝜍 is a weak Pareto solution to (MFP), then it is also a weak Pareto solution to

(MFP)𝜂 .
Proof. Since the feasible point 𝜍 is a weak Pareto solution to (MFP). Therefore, from Theorem 1, one can conclude

that a vector 𝛿 > 0 and 𝜌(𝜃): I → R𝑚 exist and satisfy
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𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)] + 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)] + 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)
, (26)

𝜌(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍) = 0, (27)

𝛿 > 0, 𝜌(𝜃) ≧ 0 (𝜃 ∈ I ),
𝑘∑

𝑖=1

𝛿𝑖 = 1. (28)

Let us suppose that 𝜍 is not a weak Pareto solution to (MFP)𝜂 . Then 𝜍 ∈ Υ exists, so that

𝜏2∫
𝜏1

{
ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃, ∀𝑖 ∈ K .

Applying the condition 𝜂(𝜃, 𝜍, 𝜍) = 0, in the above inequality, we get
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𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃 < 0, ∀𝑖 ∈ K .

Multiplying both sides of the above inequality by 𝛿 > 0 and then suming up from 𝑖 = 1, . . . , 𝑘 with at least one strict
inequality, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}}

𝑑𝜃

<0. (29)

Since 𝜍 is a feasible solution to the modified problem (MFP)𝜂 . Therefore, one can have

𝜏2∫
𝜏1

𝜌(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃 ≦ 0.

Equation (27), together with the above inequality, yields 

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃 ≦ 0. (30)

On the flip side, multiplying the equation (26) with 𝜂(𝜃, 𝜍, 𝜍) and integrating within the limits 𝜏1 and 𝜏2, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
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+ 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)
)}
𝑑𝜃

=

𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, 𝜍)
{
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)}
𝑑𝜃.

Integrating by parts and using the condition 𝜂(𝜃, 𝜍, 𝜍) = 0 in the above equation, we get

𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, 𝜍)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)
}
𝑑𝜃

=−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
}
𝑑𝜃,

which can be rephrased as

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}}

𝑑𝜃

=−
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃.

Using inequality (30), the above inequality reduces to
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𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}}

𝑑𝜃 ≧ 0,

which contradicts (29). Thus, the proof is finalized.
Theorem 5 If the feasible point 𝜍 is a Pareto solution to (MFP), then it is also a Pareto solution to (MFP)𝜂 .
Proof. The proof of this theorem follows from Theorem 4.
Proposition 3 (Strong duality for modified problems under the weak Pareto solution) Let the feasible point 𝜍 be a

weak Pareto solution to (MFP)𝜂 . Then the Lagrange multiplier �̂� > 0 and a smooth piecewise function �̂�: I → R𝑚
+ exist,

so that (𝜍, �̂�, �̂�) is a weak Pareto solution to the modified dual problem (MFD)𝜂 .
Proof. Since the feasible point 𝜍 is a weak Pareto solution to (MFP)𝜂 . Therefore, there exists the Lagrange multiplier

�̂� > 0 and a smooth piecewise function �̂�: I → R𝑚
+ satisfying (26)-(28). Using equations (26) and (27), along with the

condition 𝜂(𝜃, 𝜍, 𝜍) = 0, we obtain

𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)
,

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 +
𝜏2∫

𝜏1

𝜂(𝜃, 𝜍, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 = 0,

which validates the feasibility of (𝜍, �̂�, �̂�) to (MFD)𝜂 . Now, let us assume to the contrary that (𝜍, �̂�, �̂�) is not a weak
Pareto solution to (MFD)𝜂 . Then (ð̂, �̃�, �̃�) ∈ Ω exists and satisfying

𝜏2∫
𝜏1

{
ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
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+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃

>

𝜏2∫
𝜏1

{
ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃, ∀𝑖 ∈ K .

With the help of the condition 𝜂(𝜃, 𝜍, 𝜍) = 0, the inequality mentioned above becomes

𝜏2∫
𝜏1

{
𝜂(𝜃, ð̂, 𝜍)

{
ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

) {
ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

} }
𝑑𝜃 > 0, ∀𝑖 ∈ K .

Multiplying both sides with �̂� > 0 and adding from 𝑖 = 1, . . . , 𝑘, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, ð̂, 𝜍)

{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

) { 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}}

𝑑𝜃

>0. (31)

As (𝜍, �̂�, �̂�) is a feasible point to (MFD)𝜂 , therefore, using (11) we get

𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)
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=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)
.

Multiplying the above equation with 𝜂(𝜃, ð̂, 𝜍) and integrating within limits 𝜏1 and 𝜏2, we get

𝜏2∫
𝜏1

𝜂(𝜃, ð̂, 𝜍)
{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)
}
𝑑𝜃

=

𝜏2∫
𝜏1

𝜂(𝜃, ð̂, 𝜍)
{
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)}
𝑑𝜃.

Using integration by parts and the condition 𝜂(𝜃, 𝜍, 𝜍) = 0, the above equation gives

𝜏2∫
𝜏1

𝜂(𝜃, ð̂, 𝜍)
{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)
}
𝑑𝜃

=−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

) { 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
}
𝑑𝜃,

which can be rephrased as

𝜏2∫
𝜏1

{
𝜂(𝜃, ð̂, 𝜍)

{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}
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+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

) { 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)]
}}

𝑑𝜃

=−
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃.

With the help of inequality (31), the above inequality reduces to

𝜏2∫
𝜏1

{
𝜂(𝜃, ð̂, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃 < 0. (32)

As (𝜍, �̂�, �̂�) is a feasible point to (MFD)𝜂 , therefore, using (12) we get

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃 ≧ 0.

Implementing equation (27) to the above inequality, we obtain

𝜏2∫
𝜏1

{
𝜂(𝜃, ð̂, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)

}
𝑑𝜃 ≧ 0,

which contradicts the inequality (32). Hence, the feasible point (ð̂, �̂�, �̂�) is a weak Pareto solution to (MFD)𝜂 .
Proposition 4 (Strong duality for modified problems under the Pareto solution) Let the feasible point 𝜍 be a Pareto

solution to (MFP)𝜂 . Then the Lagrange multiplier �̂� > 0 and a smooth piecewise function �̂�: I → R𝑚
+ exist, so that

(𝜍, �̂�, �̂�) is a Pareto solution to the modified dual problem (MFD)𝜂 .
Proof. The proof of this proposition follows from Proposition 3.
Theorem 6 (Strong duality for original problems under the weak Pareto solution) Let the feasible point 𝜍 be a weak

Pareto solution to (MFP) and satisfy all the assumptions of Theorem 2. Then the feasible point (𝜍, �̂�, �̂�) will become a
weak Pareto solution to (MFD) and the extremal value will be the same.

Proof. Since the feasible point 𝜍 is a weak Pareto solution to (MFP). Therefore, by Theorem 4, 𝜍 is a weak Pareto
solution to (MFP)𝜂 . Moreover, using Theorem 3, one can conclude that (𝜍, �̂�, �̂�) is a weak Pareto solution to (MFD)𝜂
satisfying
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𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖 (𝜍)𝜓𝑖𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (𝜍)𝜑𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍) −Φ𝑖𝜓𝑖 ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)] + �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)
)
,

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 +
𝜏2∫

𝜏1

𝜂(𝜃, 𝜍, 𝜍) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, 𝜍, ¤̂𝜍)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, 𝜍)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, 𝜍, ¤̂𝜍)𝑑𝜃 ≧ 0,

�̂� > 0, �̂�(𝜃) ≧ 0, 𝜃 ∈ I ,

which validates that (𝜍, �̂�, �̂�) is a feasible solution to (MFD) and also satisfies all the assumptions of Theorem 2. Hence,
(𝜍, �̂�, �̂�) becomes a weak Pareto solution to (MFD) and gives the same extremal values as (MFP).

Theorem 7 (Strong duality for original problems under the Pareto solution) Let the feasible point 𝜍 be a Pareto
solution to (MFP) and satisfy all the assumptions of Theorem 3. Then the feasible point (𝜍, �̂�, �̂�) will become a Pareto
solution to (MFD) and the extremal value will be the same.

Proof. The proof of this theorem follows from Theorem 6.
Proposition 5 (Converse duality for modified problems under weak Pareto solution) If (ð̂, �̂�, �̂�) is a weak Pareto

solution to the modified dual (MFD)𝜂 . Then ð̂ is a weak Pareto solution to (MFP)𝜂 .
Proof. Let us assume that the feasible point ð̂ is not a weak Pareto solution to (MFP)𝜂 . Then, there exists 𝜍 ∈ Υ

satisfying

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃
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+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃, ∀𝑖 ∈ K .

Using the condition 𝜂(𝜃, ð̂, ð̂) = 0, the above relation can be written as 

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃 < 0, ∀𝑖 ∈ K .

Multiplying with �̂� > 0 and summing up, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

𝑘∑
𝑖=1

�̂�𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) 𝑘∑
𝑖=1

�̂�𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

<0. (33)

Since (ð̂, �̂�, �̂�) is a feasible solution to (MFD)𝜂 , therefore from (12), we obtain

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≧ 0.

Using the condition 𝜂(𝜃, ð̂, ð̂) = 0, the inequality mentioned above simplifies to
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𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 ≧ 0. (34)

As ð̂ is a feasible solution to (MFP)𝜂 , one can have

𝜏2∫
𝜏1

�̂�(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)𝑑𝜃 +
𝜏2∫

𝜏1

{
𝜂(𝜃, 𝜍, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0.

Using inequality (34), the above relation reduces to

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂) �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

)
�̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0. (35)

Adding the inequalities (33) and (35), we get

𝜏2∫
𝜏1

{
𝜂(𝜃, 𝜍, ð̂)

( 𝑘∑
𝑖=1

�̂�𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) ( 𝑘∑
𝑖=1

�̂�𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

}

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)}
𝑑𝜃

<0. (36)

As (ð̂, �̂�, �̂�) is a feasible solution to (MFD)𝜂 , so,
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𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)] + �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)] + �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)
.

Multiplying the above equation with 𝜂(𝜃, 𝜍, ð̂) and integrating within limits 𝜏1 and 𝜏2, we get

𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, ð̂)
{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=

𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, ð̂)
{
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)}
𝑑𝜃.

Using integration by parts and the condition 𝜂(𝜃, ð̂, ð̂) = 0, the above equation gives

𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, ð̂)
{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) { 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃,

which can be written as
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𝜏2∫
𝜏1

𝜂(𝜃, 𝜍, ð̂)
{ 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

+
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, 𝜍, ð̂)

) { 𝑘∑
𝑖=1

�̂�𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ �̂�(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=0,

which contradicts (36). Hence, the feasible point ð̂ becomes a weak Pareto solution to (MFD)𝜂 .
Proposition 6 (Converse duality for modified problems under Pareto solution) If (ð̂, �̂�, �̂�) is a Pareto solution to the

modified dual (MFD)𝜂 . Then ð̂ is a Pareto solution to (MFP)𝜂 .
Proof. The proof of this proposition follows from Proposition 5.
Theorem8 (Converse duality for original problems under theweak Pareto solution) Let the feasible point (ð̂, �̂�, �̂�) be

a weak Pareto solution to the dual (MFD) and satisfy the condition ℎ(𝜃, ð̂, ¤̂ð) = 0.Moreover, suppose
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍)−

Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃, ∀𝑖 ∈ I and
𝜏2∫
𝜏1

�̂�(𝜃)ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 are invex functions at a point ð̂ on 𝑋 with regard to 𝜂. Then ð̂ is a

weak Pareto solution to (MFP).
Proof. First of all, we need to verify that the feasible point (ð̂, �̂�, �̂�) is a weak Pareto solution to (MFD)𝜂 . Let us

assume to the contrary that (ð̂, �̂�, �̂�) is not a weak Pareto solution to (MFD)𝜂 , then (ð, 𝛿, 𝜌) ∈ Ω exist and satisfy

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð̂, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð̂, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

Contemporary Mathematics 5206 | Purusotham Singamsetty, et al.



+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃, ∀𝑖 ∈ K .

Using 𝜂(𝜃, ð̂, ð̂) = 0, the above relation reduces to

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃 > 0, ∀𝑖 ∈ K .

Multiplying with 𝛿 > 0 and summing up, we get

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

𝑘∑
𝑖=1

𝛿𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) 𝑘∑
𝑖=1

𝛿𝑖

{
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

} }
𝑑𝜃

>0. (37)

As (ð, 𝛿, 𝜌) is a feasible solution to (MFD)𝜂 . Therefore, we have

𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)] + 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

=
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)] + 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)
.

Multiplying the above equation with 𝜂(𝜃, ð, ð̂) and integrating within limits 𝜏1 and 𝜏2, we get
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𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{
𝑑

𝑑𝜃

( 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (𝜍)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
)}
𝑑𝜃.

Using integration by parts and the condition 𝜂(𝜃, ð̂, ð̂) = 0, the above equation gives

𝜏2∫
𝜏1

𝜂(𝜃, ð, ð̂)
{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+ 𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃

=−
𝜏2∫

𝜏1

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]

+ 𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)
}
𝑑𝜃,

which can be expressed as

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)

{ 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,

¤̂ð)]

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) { 𝑘∑
𝑖=1

𝛿𝑖 [ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð)]
}}

𝑑𝜃

=−
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃,
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which, along with the inequality (37) yields

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 < 0.

Implementing the condition ℎ(𝜃, ð̂, ¤̂ð) = 0 in the above inequality, we get

𝜏2∫
𝜏1

{
𝜌(𝜃)𝑇ℎ(𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 +

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂)𝜌(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
𝜌(𝜃)𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 < 0,

which opposes that (ð, 𝛿, 𝜌) is a feasible solution to (MFD)𝜂 . Hence (ð̂, �̂�, �̂�) is a weak Pareto solution to (MFD)𝜂 , and
by Theorem 5, ð̂ is a weak Pareto solution to (MFP)𝜂 . Now, our aim is to show ð̂ is a weak Pareto solution to (MFP). On
the contrary, suppose that ð̂ is not a weak Pareto solution to (MFP), thus ð ∈ Υ exists, such that

𝜏2∫
𝜏1

{ℵ𝑖 (ð)𝜑𝑖 (𝜃, ð, ¤ð) −Φ𝑖 (ð)𝜓𝑖 (𝜃, ð, ¤ð)}𝑑𝜃

<

𝜏2∫
𝜏1

{
ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃, ∀𝑖 ∈ K . (38)

Due to invexity of
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍) −Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃, ∀𝑖 ∈ I at ð̂, we have

𝜏2∫
𝜏1

{ℵ𝑖 (ð)𝜑𝑖 (𝜃, ð, ¤ð) −Φ𝑖 (ð)𝜓𝑖 (𝜃, ð, ¤ð)}𝑑𝜃

≧

𝜏2∫
𝜏1

{ℵ𝑖 (ð̂)𝜑𝑖 (𝜃, ð̂, ¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 (𝜃, ð̂, ¤̂ð)}𝑑𝜃

+
𝜏2∫

𝜏1

{
𝜂(𝜃, ð, ð̂){ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)}

Volume 5 Issue 4|2024| 5209 Contemporary Mathematics



+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
{ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)}

}
𝑑𝜃, ∀𝑖 ∈ K .

Using (38), the above inequality reduces to

𝜏2∫
𝜏1

{
𝜂(𝜃, ð, ð̂){ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)}

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
{ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)}

}
𝑑𝜃 < 0, ∀𝑖 ∈ K . (39)

Also,
∫ 𝜏2
𝜏1

{
�̂�(𝜃))𝑇ℎ(𝜃, 𝜍, ¤𝜍)

}
𝑑𝜃 is invex at ð̂, thus we get

∫ 𝜏2

𝜏1

{
�̂�(𝜃)𝑇ℎ(𝜃, ð, ¤ð)

}
𝑑𝜃 −

∫ 𝜏2

𝜏1

{
�̂�(𝜃))𝑇ℎ(𝜃, ð̂, ¤̂ð)

}
𝑑𝜃

≧
∫ 𝜏2

𝜏1

{
𝜂(𝜃, ð, ð̂) ( �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð) +

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
( �̂�(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃.

As ð ∈ Υ is a feasible solution, so the above expression reduces to be

∫ 𝜏2

𝜏1

{
�̂�(𝜃))𝑇ℎ(𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 +

∫ 𝜏2

𝜏1

{
𝜂(𝜃, ð, ð̂) ( �̂�(𝜃)𝑇ℎ𝜍 (𝜃, ð̂, ¤̂ð)

+
(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

)
( �̂�(𝜃))𝑇ℎ ¤𝜍 (𝜃, ð̂, ¤̂ð)

}
𝑑𝜃 ≦ 0,

which validates that ð is a feasible solution to (MFP)𝜂 .Also, since ð̂ is a weak Pareto solution to (MFP)𝜂 and 𝜂(𝜃, ð̂, ð̂) = 0,

thus, one can obtain

∫ 𝜏2

𝜏1

{
𝜂(𝜃, ð, ð̂)

{
ℵ𝑖 (ð̂)𝜑𝑖𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖𝜍 (𝜃, ð̂,
¤̂ð)

}
+

(
𝑑

𝑑𝜃
𝜂(𝜃, ð, ð̂)

) {
ℵ𝑖 (ð̂)𝜑𝑖 ¤𝜍 (𝜃, ð̂,

¤̂ð) −Φ𝑖 (ð̂)𝜓𝑖 ¤𝜍 (𝜃, ð̂,
¤̂ð)

}}
𝑑𝜃 > 0, ∀𝑖 ∈ K ,

which contradicts (39). Hence, the feasible point ð̂ is a weak Pareto solution to (MFP). 
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Theorem 9 (Converse duality for original problems under the Pareto solution) Let the feasible point (ð̂, �̂�, �̂�) be a

Pareto solution to the dual (MFD) and satisfying the condition ℎ(𝜃, ð̂, ¤̂ð) = 0. Moreover, suppose
𝜏2∫
𝜏1

{ℵ𝑖 (𝜍)𝜑𝑖 (𝜃, 𝜍, ¤𝜍) −

Φ𝑖 (𝜍)𝜓𝑖 (𝜃, 𝜍, ¤𝜍)}𝑑𝜃, ∀𝑖 ∈ I is invex and
𝜏2∫
𝜏1

�̂�(𝜃)ℎ(𝜃, 𝜍, ¤𝜍)𝑑𝜃 is a strictly invex function at a point ð̂ on 𝑋 with regard

to 𝜂. Then ð̂ is a Pareto solution to (MFP).
Proof. The proof of this theorem follows from Theorem 8.

4. Conclusions
This paper employed the 𝜂-approximation method to study the nonlinear nonconvex multiobjective fractional

variational problem with inequality constraints. Initially, the objective function and constraints of the original problem
(MFP) and its dual (MFD) have been modified to generate the modified 𝜂-approximated problem (MFP)𝜂 and its dual
(MFD)𝜂 . Weak, strong, and converse duality theorems are established for both the original and modified problems.
Furthermore, an appropriate example was envisioned, demonstrating that the nonlinear nonconvex problem could possibly
be transformed into a linear and convex optimization problem by employing the 𝜂-approximated method.
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