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Abstract: This work introduces a novel approach to modeling the photothermal behavior of semiconducting materials by
developing a Moore-Gibson-Thompson (MGT) fractional photothermal model that incorporates a generalized Caputo
fractional derivative with a tempering parameter. This advanced model is specifically designed to analyze elastic
plasmonic wave systems in photothermal environments, offering deeper insights into the interactions between thermal,
mechanical, and electromagnetic fields in semiconductors. By including the two-parameter tempered-Caputo fractional
derivative, the model accounts for memory effects inherent in the thermal and mechanical behavior of materials exposed
to high-energy processes. The model is applied to an infinite semiconducting medium with a drag-free spherical cavity
subjected to a dynamically changing thermal field. This setup is highly relevant to semiconductor technology applications,
where precise control over thermal and mechanical responses is crucial. The findings of this study could have significant
implications for the design and analysis of semiconductor devices, particularly those operating under extreme thermal or
electromagnetic conditions.
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Abbreviation
The variables, parameters, and key terms involved in the governing equations used in the study of thermoelasticity,

semiconductor physics, and coupled mechanical, thermal, and electronic systems can be summarized as follows:
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σi j Stress tensor components
κ Thermal activation coupling
ρ Material density
CE Specific heat
ui Displacement components
Q Heat source
Fi Body force components
G Carrier photogeneration source
ei j Strain tensor components
DEi j Diffusion coefficients
ekk = e Cubical dilatation
δni j Coupling coefficient for electronic deformation
θ = T −T0 Temperature change
N Carier density
T0 Reference temperature
i, j, k 1, 2, 3
τ Lifetime of Photogenerated ElectronHole Pairs
Ki j Thermal conductivity tensor
βi j = βiδi j Thermoelastic coupling coefficients
q⃗ Heat flux
Ci jkl Elastic stiffness tensor
τ0 Thermal relaxation
K∗

i j Thermal conductivity rate
δi j Kronecker delta
J⃗ Current density
E⃗ Induced electric field
h⃗ Induced magnetic field
H⃗ Intensity of the extemalmagnetic field
µ0 Magnetic permeability of free space
λ , µ Lamé parameters
αt Thermal expansion coefficient
δn Coefficient related to the carrier concentration N

1. Introduction
The photoacoustic (PA) effect, which generates acoustic waves following the absorption of light by a material, is a

powerful technique that integrates optics and acoustics. It is particularly effective for examining the thermal and elastic
properties of materials, making it a valuable tool in both biomedical and materials science fields [1]. In PA imaging
and spectroscopy, materials absorb short laser pulses, leading to rapid thermal expansion and the creation of ultrasonic
waves. These waves carry crucial information about thematerial’s optical absorption andmechanical properties, providing
insights that are often difficult to obtain through other techniques. The ability to non-invasively image and analyze tissues
with high resolution and contrast makes PA methods especially useful in medical diagnostics, such as tumor detection or
monitoring tissue oxygenation [2].

A thorough understanding of the physics behind thermal and elastic wave propagation in materials is essential
for refining PA imaging and spectroscopy techniques. This involves studying how different materials respond to light
absorption, how the generated heat affects the material’s structure, and how the resulting acoustic waves propagate and are
detected. By mastering these factors, researchers can fine-tune PA methods to achieve precise measurements and produce
high-quality images, enhancing their utility in fields like cancer detection, tissue engineering, and the development of
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advanced materials [3]. The interdisciplinary nature of PA technology also allows it to be adapted for a wide range of
materials, from biological tissues to semiconductors and nanomaterials. This versatility makes it an invaluable tool for
both scientific research and industrial applications, where precise measurement and control of material properties are
crucial [4].

The photoacoustic (PA) effect is widely utilized in both biomedical imaging and materials science, where it serves
as a powerful tool for visualization and characterization. In biomedical imaging, PA imaging is commonly used to obtain
detailed images of tissue structures, blood vessels, and tumors with outstanding contrast and resolution. This technique
is particularly effective for visualizing chromophores like hemoglobin and melanin, which absorb light strongly, making
these components within tissues highly visible [5]. Additionally, PA imaging can provide functional data by employing
different wavelengths of light to measure parameters such as blood oxygenation levels, differentiate between oxy- and
deoxy-hemoglobin, and monitor metabolic activity. This makes it an indispensable tool for functional imaging in medical
diagnostics [6].

In materials science, PA spectroscopy plays a crucial role in non-destructive testing, where it is used to identify
defects, inhomogeneities, and stress distributions within materials. The sensitivity of PA techniques to both thermal and
mechanical properties enable a comprehensive evaluation of material quality and performance. Additionally, PA methods
are employed in the study of nanomaterials, such as nanoparticles and thin films, to investigate their thermal and optical
properties [7]. These insights are vital for advancing applications in electronics, photonics, and energy harvesting, where
accurate material characterization is essential for innovation and progress.

Thermoelasticity is fundamental in a range of fields, including geophysics, aeronautical engineering, and materials
research. It offers a theoretical foundation for understanding how materials react to mechanical and thermal forces,
which is vital in disciplines where temperature changes significantly influence the mechanical behavior of substances.
Fields such as materials science, spacecraft design, structural engineering, and geophysical sciences depend heavily
on thermoelasticity [8]. In these areas, materials are often exposed to both mechanical and thermal stresses, making a
thorough understanding of thermoelastic properties crucial for designing structures and systems capable of enduring such
conditions [9].

In traditional heat conduction theory, the Fourier heat equation [10] posits that heat flow is directly proportional to
the temperature gradient, which implies that heat waves propagate at an infinite speed. However, this assumption is not
physically accurate, as heat transmission in materials occurs at a finite speed. The notion of infinite propagation speed
suggested by Fourier’s law is a notable limitation, particularly in cases involving rapid thermal processes or materials
with low thermal diffusivity [11].

To overcome this limitation, the hyperbolic heat transfer equation provides a more accurate model of heat conduction,
especially for thermal wave phenomena in materials. Unlike Fourier’s law, the hyperbolic heat transfer equation accounts
for the finite speed of thermal wave propagation, offering amore realistic approach to modeling heat transfer [12, 13]. This
equation is especially valuable in contexts where thermal inertia plays a significant role, such as in high-speed thermal
processes or in materials with high thermal conductivity and specific heat.

Generalized thermoelasticity models expand upon traditional elasticity theory by integrating temperature effects [14–
17]. These models offer a more detailed understanding of how materials respond when subjected to both mechanical
stresses and temperature fluctuations. In thermoelasticity, the interaction between thermal and mechanical fields is
vital, as temperature changes can generate mechanical stresses, while mechanical deformation can, in turn, influence
the temperature distribution within a material. A breakthrough in thermoelasticity was achieved by Tzou [18, 19], who
introduced the dual-phase lag (DPL) thermoelastic model. This innovative approach improves upon the traditional Fourier
heat conduction model by incorporating two distinct time delays, or phase lags: one for the heat flux and another for the
temperature gradient.

The DPL model overcomes the limitations of Fourier’s law by recognizing that neither the heat flow nor the
temperature gradient responds instantaneously to changes in thermal conditions. Instead, there is a time delay between the
cause (such as a sudden temperature shift) and the resulting effect (such as the subsequent heat flow) [20]. By accounting
for these dual-phase lags, the DPL model offers a more precise understanding of the thermal behavior of thermoelastic
materials, particularly under conditions of dynamic thermal loading. The DPL model is especially valuable in situations
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involving rapid thermal processes, such as laser-material interactions, high-speed machining, or pulsed thermal loading.
It enables more precise predictions of temperature fields and thermal stresses, which are essential for designing materials
and structures capable of enduring extreme thermal conditions [21].

Fractional models have become increasingly popular across various scientific and engineering fields due to their
ability to accurately represent complex system behaviors that traditional integer-order models often cannot capture. These
models are especially useful for describing phenomena that exhibit memory effects, power-law behavior, and non-local
dependencies, which are common in systems with intricate dynamics. Consequently, fractional calculus and fractional
differential equations have emerged as essential tools in disciplines such as mechanics, thermodynamics, electrical
engineering, and control theory, among others [22, 23].

Fractional models are increasingly used to describe a variety of physical and engineering phenomena that classical
approaches often fail to adequately capture. In the case of anomalous diffusion, where deviations from classical
Brownian motion are observed in heterogeneous or disordered media like porous materials [24, 25] and biological tissues
[26, 27], fractional diffusion equations offer a more precise description. These equations use fractional derivatives to
capture processes like long-range correlations and memory effects, effectively modeling sub-diffusive and super-diffusive
behaviors often seen in real-world systems [28].

In the study of viscoelasticity, where materials exhibit both elastic and viscous behavior with time-dependent strain,
traditional models such as Maxwell and Kelvin-Voigt often prove insufficient. Fractional-order viscoelasticity models,
which incorporate fractional derivatives, provide a more accurate representation by capturing the wide range of relaxation
and creep behaviors observed in polymers and biological tissues [29]. For fractional advection-dispersion processes,
which describe the transport of particles or substances in a flowing medium, traditional models typically assume Gaussian
distributions and linear mechanisms. However, fractional advection-dispersion equations with space and time fractional
derivatives offer amore realistic depiction of transport processes that exhibit anomalous spreading or retention, particularly
in fractured rocks and complex fluids [30].

Fractional differential equations are central to the application of fractional models. These equations generalize
classical differential equations by allowing the order of differentiation to be a non-integer (fractional) value. Themost used
fractional derivatives include the Riemann-Liouville, Caputo, and Grnwald-Letnikov derivatives, each providing different
advantages depending on the specific application [31, 32]. The Riemann-Liouville derivative is often used for theoretical
development in fractional calculus, as it is well-suited for problems where the initial conditions are given in terms of
fractional integrals. The Caputo derivative is preferred in engineering applications because it allows the initial conditions
to be specified in the same way as classical differential equations (i.e., in terms of integer-order derivatives). The Grnwald-
Letnikov derivative is commonly used in numerical simulations, as it is defined through a discrete convolution sum,
making it suitable for approximating solutions to fractional differential equations [33].

Recent advancements in fractional calculus, especially the development of derivatives with non-singular kernels,
have broadened the analytical tools available for studying complex systems and dynamic processes. These innovations
enable researchers to more accurately model and understand a variety of phenomena, providing deeper insights into the
behavior of systems with non-local, memory-dependent, or dissipative properties. The Caputo-Fabrizio derivative [34,
35], which is extensively discussed in the literature, employs an exponential law kernel and offers a flexible method for
modeling dissipative processes, thereby improving prediction accuracy in certain situations. Meanwhile, the Atangana-
Baleanu derivative [36, 37], which uses the Mittag-Leffler (ML) kernel, is noted for its enhanced capability to capture
non-local and memory effects, providing significant advantages over traditional derivatives that rely on singular kernels.

In materials science, the Caputo tempered fractional derivative has emerged as a crucial tool for modeling complex
thermal dynamics and interactions that go beyond the scope of standard fractional derivatives. This derivative not
only incorporates the memory effects inherently present in many materials but also allows for the modulation of these
interactions over time, making it particularly effective for analyzing the behavior of advanced materials under various
thermal and mechanical conditions [38, 39]. The Caputo tempered fractional derivative is a variation of the standard
Caputo fractional derivative that incorporates an exponential tempering factor to modulate the memory effects typical of
fractional calculus. This tempering factor adjusts the impact of past states on the current behavior of the system, allowing
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for a more flexible and precise description of processes that exhibit both long-range correlations and diminishing memory
effects [40, 41].

The main goal of this work is to introduce an advanced photothermal model that utilizes tempered Caputo (CT)
fractional derivatives to examine the behavior of semiconductors, specifically those with spherical cavities. The CT
fractional derivative is a powerful tool in materials science, offering enhanced capabilities for modeling complex thermal
dynamics and interactions that surpass the limitations of standard fractional derivatives The CT fractional derivative’s
ability to incorporate memory effects and adjust interactions over time makes it particularly effective for analyzing
advanced materials, where traditional models often fall short. This study aims to overcome the limitations of conventional
photothermalmodels, particularly in handling non-local andmemory effects that emerge under extreme thermal conditions.
The research provides new insights into how fractional calculus can enhance the modeling of photothermal response and
optical excitation, especially in scenarios involving non-local effects and memory-dependent behavior.

2. Mathematical formulation
In the study of thermoelasticity and electronic deformation processes, the interaction between thermal andmechanical

deformations, as well as the influence of external forces, is critical. These interactions are described through the equations
of motion, which capture the behavior of materials under the combined effects of mechanical loads, thermal stresses, and
electronic deformations. The specific form of these equations depends on the assumptions and simplificationsmade during
the modeling process.

The governing equations describing the behavior of thermoelastic and electronic deformation processes in a
semiconductor material subjected to external forces, thermal effects and electronic interactions can be expressed as follows
[42–44]:

The constitutive equation in a thermoelastic material with electronic deformation:

σi j =Ci jklekl − (βi jθ +δni jN). (1)

The strain-displacement relation:

ei j =
1
2
(ui, j +u j, i) . (2)

The equation of motion, including the effects of external force:

σi j, j +Fi = ρ üi. (3)

The increase in carrier density N due to the linked plasma-thermal-elastic wave equation:

(
DEi j N, j

)
, i
= ρ

∂N
∂ t

+
1
τ

N +κθ +G. (4)

Energy balance equation for heat conduction:
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ρCE
∂θ
∂ t

+T0
∂
∂ t

(βi jei j)=−
−→
∇•−→q +Q. (5)

Conventional Fourier’s law describes heat conduction as a process where the heat flux −→q is proportional to the
negative gradient of temperature

−→
∇ θ , expressed as −→q = −Ki j

−→
∇ θ . However, a significant limitation of Fourier’s law

is that it predicts an infinite speed of heat propagation, which is physically unrealistic, especially in scenarios involving
high-rate transient heat transfer or in materials with low thermal conductivity.

To address this issue, the Cattaneo-Vernotte (CV) modification introduces a time-relaxation term τ0 into the heat
conduction equation. This addition serves to limit the speed of heat propagation, thereby making the model more
physically accurate for transient heat conduction scenarios [45]. The modified heat conduction law is given by [45]:

(1+ τ0
∂
∂ t

)−→q =−Ki j
−→
∇ θ . (6)

The Green and Naghdi (GN) models extend thermoelasticity theories by incorporating the concept of thermal
displacement Td , which interacts with both the mechanical displacement and temperature fields [15, 16]. In the GN-III
model, an additional term K∗

i j
−→
∇ Td is introduced into the heat flux equation. This leads to the equation [15]:

−→q =−Ki j
−→
∇ θ −K∗

i j
−→
∇ Td , (7)

where the time derivative of the thermal displacement Td equals the temperature θ .
When dealing with semiconductor materials, particularly those influenced by plasma effects, the heat conduction

equation becomes more complex due to the interaction between the thermal field, electronic deformation, and plasma
waves. The modified Fourier law for semiconductors under plasma influence includes a photo-excitation term [46, 47]:

−→q =−Ki j
−→
∇ θ−K∗

i j
−→
∇ Td −

∫ Eg

τ
Nd−→x . (8)

This equation captures the intricate interaction between thermal and electronic phenomena in semiconductors, with
the final term representing the impact of photoexcitation on heat conduction. This is especially important in situations
where light beams are absorbed by the semiconductor, resulting in the generation of free carriers, which in turn lead to
electronic deformation and elastic vibrations [48].

Building on the Cattaneo-Vernotte framework, the improved Fourier law (8) with semiconductor effects can be
expressed as [49, 50]:

(
1+τ0

∂
∂ t

)
−→q =−Ki j

−→
∇ θ−K∗

i j
−→
∇ Td −

∫ Eg

τ
Nd−→x . (9)

Differentiating this equation with respect to spatial coordinates −→x yields:

(
1+τ0

∂
∂ t

)(−→
∇•−→q

)
=−

−→
∇•
(

Ki j
−→
∇ θ
)
−
−→
∇•
(

K∗
i j
−→
∇ Td

)
−

Eg

τ
N. (10)
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Fractional derivatives offer a powerful framework for modeling systems with memory and hereditary effects,
deepening our understanding of complex dynamics in fields such as heat transfer and viscoelasticity. Traditional heat
conduction models, like those based on Fourier’s law, often assume instantaneous heat propagation, which can be
inaccurate when dealing with materials that exhibit memory effects or non-local interactions. Fractional derivatives enable
the generalization of these models to incorporate such effects. In particular, the fractional derivative operator Dα

t with
order α ∈ (0,1) is introduced to refine and enhance classical heat conduction models.

Equation (10) can be extended by incorporating the fractional derivative Dα
t into the heat equation, modifying the

time-dependent term to account for memory effects [51, 52].

(1+τα
0 Dα

t )
(−→

∇•−→q
)
=−

−→
∇•
(

Ki j
−→
∇ θ
)
−
−→
∇•
(

K∗
i j
−→
∇ Td

)
−

Eg

τ
N. (11)

In this context, D(α)
t refers to a fractional derivative operator, which can take on various forms depending on the

specific formulation used. These forms may include:
- The Caputo Fractional Derivative [53]:

C
0 D

(α)

0 Y (t)=
1

Γ(1−α)

∫ t

0

1
(t−s)α

d
ds

Y (s)ds. (12)

- The Atangana-Baleanu Fractional Derivative [36, 37]:

AB
0 D

(α)
t Y (t)=

1
1−α

∫ t

0
Eα
(
−µα(t−s)α) d

ds
Y (s)ds, α∈(0, 1) , (13)

where µα =
α

1−α
and Eα(z) = ∑∞

n=0
zn

Γ(1+αn)
is the generalized Mittag-Leffler function-Caputo tempered (CT)

fractional derivative [39, 40]:

CT
0 Dα, χ

t Y (t)=
e−χt

Γ(1−α)

∫ t

0

d
ds

(
eχξY (s)

)
(t−s)

−α
dξ , α∈(0, 1) . (14)

The CT fractional derivative introduces a modification to the traditional Caputo fractional derivative by incorporating
a tempering parameter χ ≥ 0, which adjusts the influence of the fractional derivative over time. This modification allows
the derivative to model a wider range of behaviors, particularly in systems where long-term memory effects diminish
over time, a common scenario in physical and engineering applications [54]. When χ = 0, the CT fractional derivative
simplifies to the standard Caputo fractional derivative, demonstrating that the CT derivative is a generalization that
includes the Caputo derivative as a special case.

The Caputo tempered fractional derivative is particularly useful across various fields. In modeling anomalous
diffusion, it helps account for diminishing memory effects over time, which is common in physical systems. In financial
models, it can be applied to scenarios where the impact of historical data gradually fades [55]. For viscoelastic materials,
it captures the weakening response to stress or strain over time. In signal processing, it is valuable for filtering operations
where the influence of past signals decreases as they age.

Substituting the fractional derivative-based equation (11) into equation (5) results in a modified fractional heat
conduction equation. This equation can be expressed as:
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(1+ τα
0 Dα

t )

[
ρCE

∂ 2θ
∂ t2 +T0

∂ 2

∂ t2 (βi jui, j)−ρ
∂Q
∂ t

]
=
(
Ki jθ̇, j

)
, i +

(
K∗

i jθ, j
)
, i +

Eg

τ
∂N
∂ t

. (15)

This equation serves as an advanced model for heat conduction in materials where thermal, elastic, and plasma waves
interact. By incorporating fractional derivatives, the model effectively captures memory effects, enhancing its accuracy in
describing materials with complex thermal behavior. This equation is especially relevant in areas such as semiconductor
physics, where the interplay between thermal and electronic phenomena critically influences the material’s properties.

When a magnetic field is applied to semiconductor materials, it can generate both induced electric and magnetic
fields, which subsequently affect the material’s electrical deformation and elastic vibrations. These interactions alter the
material’s thermal properties, necessitating the use of Maxwell’s equations to understand this complex behavior [56].
Maxwell’s equations govern the interaction and evolution of electric and magnetic fields over time. When integrated with
the material’s mechanical and thermal properties, these equations offer a thorough framework for analyzing the impact of
electromagnetic fields on semiconductors.

Maxwell’s equations, in their most general form, describe the behavior of electric and magnetic fields in any medium.
When applied to a semiconductor material subjected to an external magnetic field, these equations can be written as
[57, 58]:

−→
J =∇×

−→
h , ∇×−→

E =−µ0
∂
−→
h

∂ t
,

−→
E =−µ0

(
∂−→u
∂ t

×−→
H
)
, ∇·

−→
h = 0. (16)

The Maxwell stress tensor Mi j quantifies the force per unit area that an electromagnetic field exerts on a material.
This tensor plays a key role in analyzing how electromagnetic fields influence the mechanical properties of a material,
including stress and deformation. The expression for the Maxwell stress tensor is given by [59]:

Mi j = µ0 [Hih j +H jhi −Hkhkδi j] . (17)

3. Formulation of the problem
In this scenario, we examine a flexible semiconductor medium that is infinite, isotropic, homogeneous, and fully

electrically conductive. The medium features a spherical cavity with a radius R, and it is placed in a constant magnetic
field (see Figure 1). The analysis is conducted using spherical coordinates (r, ψ, ϕ), where r indicates the radial distance
from the center of the cavity, ψ is the azimuthal angle, and ϕ represents the polar angle. The inner surface of the cavity
experiences time-dependent temperature fluctuations f (t). Moreover, the cavity’s surface is free of traction, meaning that
the stress components on the surface are zero. A constant magnetic field, −→H0 = (0, 0, H0), is applied along the ϕ -axis,
which corresponds to the polar axis in the spherical coordinate system. There are no internal heat sources within the
medium, so Q = 0. Also, the medium is initially undisturbed, with no prior thermal or mechanical activity. The only
body forces present in the medium are Lorentz forces, which arise from the interaction between the induced current in the
semiconductor and the applied magnetic field.

Spherical symmetry will be considered, meaning the displacement vector depends solely on the radial distance r and
time t, but not on the angular coordinates ψ or ϕ . Therefore, in a spherically symmetric problem, the displacement vector
−→u in spherical coordinates simplifies to the following form:
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u⃗ =

 ur

uψ
uϕ

=

 u(r, t)
0
0

 . (18)

The non-zero strain components are derived using the strain-displacement relations from equation (2) as follows:

(
err eψψ eϕϕ

)
=

(
∂u
∂ r

u
r

u
r

)
. (19)

Consequently, the volumetric strain e is expressed as:

e = err + eψψ + eϕϕ =
∂u
∂ r

+2
u
r
=

1
r2

∂
(
r2u
)

∂ r
. (20)

Considering the symmetry and the interdependencies among stress, strain, temperature, and carrier concentration (1),
the thermal stress components are expressed as follows:

σrr = (λ +2µ)
∂u
∂ r

+2λ
u
r
− (3λ +2µ)(αtθ +δnN) , (21)

σψψ = σϕϕ = λ
∂u
∂ r

+2(µ +λ )
u
r
− (3λ +2µ)(αtθ +δnN) , (22)

Figure 1. Schematic illustration of unbounded semiconductor with a spherical cavity

Using the relationships in equation (16), we can derive the following expressions:

E⃗ =

(
0, µ0H0

∂u
∂ t

, 0
)
, J⃗ =

(
0,

∂
∂ r

(
1
r2

∂
(
r2u
)

∂ r

)
, 0

)
, h⃗ =

(
0, 0,

1
r2

∂
(
r2u
)

∂ r

)
. (23)

Contemporary Mathematics 6564 | Marin Marin, et al.



The extemal magnetic field H⃗0 induces a radial component of the Lorentz force Fr, expressed as:

Fr = µ0

(
J⃗× H⃗0

)
r
. (24)

Using the expressions for J⃗ and H⃗0, the radial component of the Lorentz force Fr and the Maxwell pressure Mrr can
be calculated as follows:

Fr = µ0H2
0

∂
∂ r

(
1
r2

∂
(
r2u
)

∂ r

)
, Mrr =

µ0H2
0

r2

∂
(
r2u
)

∂ r
. (25)

Considering the radial component of Lorentz force Fr, the equation motion is given by:

∂
∂ r

(σrr)+
2
(
σrr −σψψ

)
r

+µ0H2
0

∂
∂ r

(
1
r2

∂
(
r2u
)

∂ r

)
= ρ

∂ 2u
∂ t2 . (26)

By substituting equations (21) and (22) into equation (26), we obtain the modified equation:

(
λ +2µ +µ0H2

0
) ∂

∂ r

(
1
r2

∂
(
r2u
)

∂ r

)
− γ

∂θ
∂ r

−dn
∂N
∂ r

= ρ
∂ 2u
∂ t2 . (27)

Here, γ and dn are defined as (3λ +2µ)αt and (3λ +2µ)δn, respectively. Equation (27) can be reformulated in terms
of volumetric strain e as:

[(
λ +2µ +µ0H2

0
)

∇2 −ρ
∂ 2

∂ t2

]
e = ∇2 [γθ +dnN] . (28)

where ∇2 =
1
r2

∂
∂ r

(
r2 ∂

∂ r

)
.

The modified fractional (MGT) heat transfer equation, incorporating different fractional operators (C, AB, or CT)
to include non-local and memory effects, can be expressed as:

(1+ τα
0 Dα

t )
∂ 2

∂ t2 [ρCEθ + γT0e]− 1
τ

Eg
∂N
∂ t

=

[
K∗+K

∂
∂ t

][
1
r2

∂
∂ r

(
r2 ∂θ

∂ r

)]
. (29)

The plasma-thermal-elastic wave equation (4), which describes the interaction among carrier density N, temperature
θ , and mechanical deformations within a material without external carrier generation (G = 0), can be expressed as:

[
DE∇2 −ρ

∂
∂ t

− 1
τ

]
N = κθ . (30)
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Using dimensionless variables streamlines and broadens the goveming equations, facilitating the analysis and
comparison of different solutions while highlighting the key factors that influence system behavior. The dimensionless
variables employed in this analysis are defined as follows:

{
r′, u′

}
= v0η{r, u},

{
t ′, τ ′, τ ′0

}
= v2

0η {t, τ, τ0} ,
{

θ ′, N′}= 1
ρv2

0
{γθ , dnN} ,

{
σ ′

i j, M′
rr
}
=

1
ρv2

0

{
σi j, Mrr

}
, v2

0 = v2
e +v2

a, η =
ρCE

K
,

(31)

in which ve =

√
λ +2µ

ρ
denotes the speed of longitudinal elastic waves and va =

√
µ0H2

0
ρ

is the Alfvn wave speed.

After applying the necessary transformations and substituting the dimensionless variables into the goveming
equations, the following dimensionless forms of the equations are derived (with primes omitted):

(1+ τα
0 Dα

t )
∂ 2

∂ t2 [θ + ε1e]− ε2
∂N
∂ t

=

[
∂
∂ t

+g0

]
∇2θ , (32)

[
∇2 − ∂ 2

∂ t2

]
e = ∇2Θ, (33)

[
∇2 −b1 −b2

∂
∂ t

]
N = b3θ , (34)

σrr = g1
1
r2

∂
(
r2u
)

∂ r
+g2

∂u
∂ r

−Θ, (35)

σψψ = g1
1
r2

∂
(
r2u
)

∂ r
+g2

u
r
−Θ. (36)

in which Θ = θ +N and the following dimensionless parameters are defined:

g1=
v2

1

v2
0
, g2=2

v2
2

v2
0
, ε1=

γ2T0

CEρ2v2
0
, ε2=

Egγ
ρCEτdn

, g0=
K∗

ηKv2
0
,

v1=

√
λ
ρ
, v2=

√
µ
ρ
, b1=

1
ηDEτ

, b2=
ρ

ηDE
, b3=

dnκ
γη2DEv2

0
.

(37)

4. Initial and boundary conditions
In the context of the problem under discussion, initial conditions are used to define the state of the system at the initial

time t = 0. These conditions are crucial because they set the starting point for the analysis and influence the subsequent
evolution of the system. The initial conditions for the problem, as stated, are:
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u(r, 0)= 0,
∂u(r, 0)

∂ r
= 0, N (r, 0)= 0,

∂N (r, 0)
∂ r

= 0,

σψψ (r, 0) = 0, θ (r, 0)= 0 =
∂θ (r, 0)

∂ r
, σrr (r, 0) = 0.

(38)

The rectified sinusoidal function ensures that the temperature always remains positive. In the context of heat transfer,
this type of temperature variation could represent a scenario where the heat source fluctuates cyclically but prevents the
temperature from falling below a certain baseline. It will be considered that the temperature at the surface of the gap
varies according to a rectified sine function with a period of (

2π
ω

), as described by the following relation [60–62]:

θ (r, t)= f (t)=θ0 |sin(ωt) | , at r = R, (39)

where θ0 is the amplitude of the temperature fluctuation and ω is the angular frequency.
Rectified sinusoidal heat variation is a flexible tool in engineering, employed in processes requiring controlled, cyclic

heating while preventing the temperature from dropping below a critical threshold. This approach is widely used across
industries such as metal processing, electronics, material science, and thermal management, where accurate temperature
control is essential to maintain the quality, reliability, and performance of components and systems.

Traction forces, in the field of mechanics, refer to the forces exerted on a surface per unit area. When a body is devoid
of traction forces, it means that there are no external pressures or stresses acting on its surface, implying that the surface
is free from any external force or mechanical load. When a body is described as free of traction forces, the mechanical
boundary condition in this case can be expressed as:

σrr (r, t)= 0, at r = R. (40)

In semiconductor devices, it is essential to understand carrier diffusion, the movement of charge carriers such as
electrons and holes driven by concentration gradients, and recombination, where electrons and holes neutralize each other.
These processes play a critical role in designing and optimizing components like diodes, transistors, and solar cells, as
they greatly affect the distribution of charge carriers within the device, influencing its response to external inputs and
overall efficiency.

A commonly used boundary condition for carrier density at a surface, particularly in the context of recombination,
is expressed as [62]:

DE
∂N
∂ r

=VsrN at r = R, (41)

whereVsr is a parameter known as the surface recombination velocity, which quantifies the rate at which carriers recombine
at the surface of the semiconductor. This parameter is essential in determining the efficiency of semiconductor devices.
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5. Solution using the Laplace transform technique
Applying the Laplace transform to the governing equations simplifies solving the differential equations by converting

them into algebraic equations in the Laplace domain. Once these equations are solved, the inverse Laplace transform can
be used to bring the solutions back into the time domain. The Laplace transform of a function is defined as:

I [g(r, t) ] = g(r, s) =
∫ ∞

0
e−stg(r, t)dt, s > 0. (42)

Applying the Laplace transform to equations (32) to (36), we obtain the following equations in the Laplace domain:

ϖε1e =
(
∇2 −ϖ

)
θ+ε3N, (43)

(
∇2−s2)e=∇2Θ, (44)

(
∇2−b4

)
N=b3θ , (45)

σ rr=g2
du
dr

+
g1

r2
d(r2u)

dr
−Θ, (46)

σψψ=g2
u
r
+

g1

r2

d
(
r2u
)

dr
−Θ, (47)

where ϖ=
s2
(
1+τα

0 Λ
)

(s+g0)
, ε3 =

ε2s
(s+g0)

, b4=b1+sb2, and

Λ =



sα for C fractional operotor,

sα

(1−α)sα +α
for (AB) fractional operator,

(s+χ)α for CT fractional operotor.

(48)

Decoupling the system of equations (43)-(45) results in a higher-order differential equation that can be generalized
to describe the behavior of the system in terms of key variables such as θ , N, and e. The resulting differential equation
takes the form:

(
∇6−q2∇4+q1∇2−q0

){
θ , N, e

}
= 0, (49)

where the parameters q2, q1, and q0 are defined by the following expressions:
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q2=s2+b7+
b6

b3
, q1=s2b7+b8+

b6b5

b3
, q0=s2b8, (50)

and the intermediate parameters b5, b6, b7, and b8 are given by:

b5=b4−b3, b6= b3ϖε1,

b7=b4+ϖ , b8 = b4ϖ + b3ε3.

(51)

To solve equation (49), we introduce the roots λi (where i = 1, 2, 3), leading to a factorization of the original sixth-
order differential equation:

(
∇2−λ 2

1
)(

∇2−λ 2
2
)(

∇2−λ 2
3
){

e, θ , N
}
= 0. (52)

Here, λ 2
1, λ 2

2 and λ 2
3 are the roots of the equation:

λ 6−q2λ 3+q1λ 2−q0= 0. (53)

The general solution to differential equation (49), considering the regularity constraint, can be expressed as:

{
e, θ , N

}
(r, s)=

1√
r

3

∑
i=1

{1, Li, Hi}AiK1/2 (λir) . (54)

Where K1/2 (λir) is the hyperbolic Bessel function of the second kind of order
1
2
.

The parameters Ai (for i= 1, 2, 3) are functions of the Laplace variable s, and the coefficients Li and Hi (for i= 1, 2,
3) are determined by:

Hi=
b3λ 2

i −s2b3

λ 4
i −b5λ 2

i
, Li=

Hiλ 2
i −b4Hi

b3
. (55)

In the Laplace domain, the relationship between e and u is given by

du
dr

+2
u
r
= e. (56)

By substituting e into equation (56) and multiplying by r2 to simplify:
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d
dr

(
r2u
)
= r3/2

3

∑
i=1

AiK1/2 (λir) . (57)

Integrate the equation (57) with respect to r, we get:

r2u =
3

∑
i=1

Ai

∫
r3/2K1/2 (λir)dr =−r3/2

3

∑
i=1

AiK3/2 (λir)/λi. (58)

Then final expression for the displacement u is given by

u=− 1√
r

3

∑
i=1

1
λi

K3/2 (λir)Ai. (59)

In the derived equation (59), the following Bessel relation is utilized:

∫
K1/2 (λir)=− 1

λi
K3/2 (λir) . (60)

The modified Bessel functions of the second kind, Kn (z), have specific asymptotic expressions that make them
easier to evaluate for certain orders, especially for half-integer orders. For the particular cases of K1/2 (z) and K3/2 (z), the
relations are as follows:

K 1
2
(z) =

√
π
2z

exp(−z) , K 3
2
(z) =

√
π
2z

exp(−z)
(

1+
1
2z

)
. (61)

By incorporating the relations (61) into equations (54) and (59), we obtain the following:

{
e, θ , N

}
=

1
r

3

∑
i=1

{1, Li, Hi}Ai

√
π

2λi
exp(−λir) , (62)

u=−
2

∑
i=1

1
λi
√

r
Ai

√
π

2λir

(
1+

1
2λir

)
exp(−λir) . (63)

Utilizing equations (46), (47), (62) and (63), the closed-form solutions for the thermal stresses σ rr and σψψ can be
expressed as follows:
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σ rr=

√
π
2r

3

∑
i=1

1

(λir)
5/2 Aiexp(−λir)

(
2g2 +2rg2λi + r2(g1 +g2 −Hi −Li)λ 2

i
)
, (64)

σψψ=−
√

π
2r

3

∑
i=1

1

(λir)
5/2 Aiexp(−λir)

(
r2(−g1 +Hi +Li)λ 2

i +g2(1+ rλi)
)
. (65)

The non-dimensional transformed solution for Maxwell’s stress Mrr can be expressed as:

Mrr=
v2

a

v2
0

1√
r

3

∑
i=1

Aiexp(−λir)
√

π
2λir

. (66)

After applying the Laplace transform, the boundary conditions (39)-(41) are transformed into the following forms:

θ (R, s)=
θ0ω

ω2 + s2 coth
( πs

2ω

)
,

σ rr (R, s)= 0,

DE
∂N (R, s)

∂ r
=VsrN (R, s) .

(67)

Substituting equations (62) and (64) into equation (67) yields:

3

∑
i=1

LiAiexp(−λiR)
√

π
2λiR

=
θ0ω

√
R

ω2 + s2 coth
( πs

2ω

)
, (68)

3

∑
i=1

Ai√
R(λiR)

5/2 exp(−λiR)
(
2g2 +2Rg2λi +R2(g1 +g2 −Hi −Li)λ 2

i
)
= 0, (69)

−DE

√
π
2

3

∑
i=1

Hi

R3/2
√

λiR
exp(−λiR)(1+λiR)=

Vsr√
R

3

∑
i=1

ⅇ−λiR
√

π
2λiR

. (70)

The coefficients Ai (where i= 1, 2, 3) are determined by solving the system of equations (68)-(70).

6. Inversion of Laplace transforms
Inverting Laplace transforms is essential for converting results from the frequency domain back to the time domain,

enabling us to analyze the time-dependent behavior of systems. This process can be challenging, particularly when dealing
with functions that have complex mathematical expressions [63, 64]. See also [65–68]. Traditional methods, such as
partial fraction decomposition, the convolution theorem, or residue calculus, often demand considerable mathematical
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effort and may not always be simple to apply. A more efficient way to approximate inverse Laplace transforms is by
using the Fourier series expansion approach. This technique is grounded in the basic idea that any periodic function can
be represented as a sum of sine and cosine functions, which form its Fourier series. By applying this concept, the inverse
Laplace transform can be approximated by expressing it as a combination of these trigonometric functions. The inversion
of a function G (r, s) in the Laplace domain can be numerically achieved using the following formula [69]:

G (r, t)=
1
2t

G (r, S )eS t+2

{
Re

m

∑
=1

(−1)G
(

r, S+
ıπ
t

) 1
2t

eS t

}
. (71)

The parameter S affects the speed at which the series converges. The variable m denotes the number of terms
included in the Fourier series expansion. The notation Re refers to the real part of a complex number. The selection of
S is crucial for the convergence of the series. Numerical experiments have shown that choosing S approximately as
S ≈ 4.7/t ensures rapid convergence for a wide variety of functions.

7. Special cases
TheMGT fractional photothermal model, presented in this work, offers a robust framework aimed at overcoming the

limitations and physical inconsistencies present in earlier photothermal elasticity models. This model integrates fractional
derivatives and extends various classical and modern theories in photothermal elasticity. In this section, we examine how
specific cases of this model relate to previous models by adjusting key parameters, such as τ0, K∗, and the order of the
fractional derivatives α .

7.1 Photo-thermoelastic models with non-fractional derivatives (α = 1)

In the absence of fractional derivatives (when α= 1), the MGT model simplifies to various classical photothermal
elasticity models depending only on the values of τ0 and K∗.

• Classical photothermal elasticity (PTCTE) Model (τ0 = 0 and K∗ = 0).
• LS photothermal (PTLS) Model (τ0 > 0 and K∗ = 0).
• GN photothermal models (PTGN-II and PTGN-III) (τ0 = 0).
• MGT photothermal Model (PTMGT) (τ0 = 0 and K∗ = 0).

7.2 Fractional thermoelastic models (0 < α < 1)

When the order of the fractional derivatives α is within the range 0<α < 1, theMGTmodel generalizes to fractional
photothermal models. These models introduce memory effects and non-local behavior, making them more suitable for
describing complex materials and processes where classical models fall short.

• Fractional LS photothermal (PTLS) Model (τ0> 0 and K∗= 0).
• Fractional GN photothermal models (PTGN-II and PTGN-III) (τ0= 0).
• Fractional MGT photothermal Model (PTMGT) (τ0= 0 and K∗= 0).

8. Numerical results
The numerical results derived from the modified Moore-Gibson-Thompson (MGT) fractional photothermal model

are displayed in both graphical and tabular formats to enable thorough analysis and interpretation. These results were
generated using Mathematica, a robust tool for numerical computation and visualization. The graphs and tables not only
showcase the theoretical predictions but also offer insight into the behavior of various physical fields under different
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conditions. Comparing these numerical results with experimental data allows for further evaluation of the validity and
accuracy of the modified MGT model.

Silicon (Si) is an ideal material for numerical analysis in semiconductor studies because of its distinctive combination
of physical, electrical, and mechanical properties. Additionally, its intrinsic electrical conductivity can be precisely
adjusted through doping with other elements, enabling fine control over its conductive characteristics. This adaptability
makes silicon perfect for applications in transistors, diodes, and integrated circuits. Furthermore, its optical properties
make it well-suited for photonic applications, such as waveguides, modulators, and sensors. The initial temperature for
the analysis is established at T0= 300 K. The key physical parameters of silicon, essential for the numerical computations,
are as follows:

• Mechanical Properties:

λ=
(
3.64×1010)kg m−1s−2, µ=

(
5.46×1010)kg m−1s−2,

ρ= 2329 kg m−3, αt = (3×10−6)K−1.

• Thermal Properties:

K= 148 W m−1K−1, CE=
(
7.03×102) J kg K−1.

• Electrical Properties:

Eg= 1.12 eV, DE=
(
2.5×10−3) m2 s−1, Vsr= 2 m s−1,

τ=
(

5×10−5
)

s, δn=−
(
9×10−31) m3.

• Magnetic and Dielectric Properties:

H0 =
(
107/4π

)
Am−1, µ0 =

(
4π ×10−7)Hm−1, ε0 =

(
10−9/36π

)
Fm−1.

The numerical method described in equation (71) was utilized to obtain the numerical results and examine the
intricate interactions among thermal, plasma, and elastic waves within the framework of the fractional MGT photothermal
model. This advanced analysis provides a comprehensive understanding of how different physical fields interact within
thematerial, particularly considering the influence of fractional derivatives, which introducememory effects and non-local
behavior.

Figures 2-6 collectively illustrate the complex interactions between thermal, plasma, and elastic waves, as well as
their influence on the material’s mechanical and thermal response. The visual representation enhances the understanding
of how coupled fields (θ , u, N, σrr, and σψψ ) evolve over time and space, providing a clearer picture of the underlying
physical phenomena governed by the fractional MGTE photothermal model.

In advanced heat conduction models, the inclusion of fractional derivatives is crucial for capturing memory effects,
which are vital for accurately representing materials with complex thermal behaviors. These fractional derivatives alter
the time-dependent terms in the heat equation, offering a more detailed and accurate description of thermal processes over
time. Utilizing different types of fractional derivatives, like Caputo (C), Atangana-Baleanu (AB), or Caputo tempered
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(CT), allows for the modeling of a wide range of memory effects, from simple power-law decays to more intricate non-
local behaviors. These advancements are vital for deepening the understanding and simulation of thermal processes in
materials that display anomalous diffusion and other non-classical characteristics. In this section of the study, we will
conduct a comparative analysis of the behavior of the physical fields under the influence of different fractional derivative
operators: C, AB, and CT. These fractional derivatives introduce memory effects and non-local behavior into the system,
which significantly impacts how physical fields such as temperature, displacement, stress, and carrier density evolve over
time and space.

The goal of this comparison is to gain a deeper understanding of how each fractional operator influences the system’s
dynamics. Specifically, the comparison aims to explore the impact of memory effects, examining how the system’s past
states continue to affect its current behavior. Additionally, the analysis seeks to identify differences in the spatial and
temporal response, highlighting how physical fields propagate and interact over time and across spatial domains. Finally,
the comparison focuses on damping and decay, investigating how the incorporation of different fractional derivatives
modifies the rate of decay and the stability of the physical fields.

The fractional PTMGT photothermal model, utilized in this comparison, stands as the most advanced, integrating
relaxation time and fractional derivatives to capture a broad spectrum of thermal, mechanical, and electromagnetic
interactions. This model is specifically designed to overcome the limitations of earlier models, providing a comprehensive
framework that includes memory effects and non-local behavior. From Figures (2-6), the influence of fractional
derivatives on the behavior of physical fields can be examined by comparing three specific models: Caputo, Atangana-
Baleanu (AB), and Caputo Tempered (CT). Each of these derivatives introduces distinct memory effects and uniquely
affects the evolution of temperature, displacement, stress, and carrier density fields.

Figure 2 effectively illustrates the distinct behaviors of the temperature field (θ ) under different fractional derivatives.
The Caputo derivative leads to smooth, prolonged temperature distributions, while the AB derivative extends this effect
further, creating an even slower and broader thermal response. In contrast, the CT derivative, results in a faster temperature
decline and quicker stabilization by reducing the long-term memory effect, making it ideal for systems requiring rapid
thermal stabilization response. This comparative analysis highlights the importance of selecting the appropriate fractional
derivative based on the specific thermal dynamics of the system being modeled.

Figure 2. Temperature variation (θ ) under various fractional derivative operators

The Caputo derivative introduces a power-law memory effect, where the current radial displacement u is influenced
by the entire history of past deformations. This accumulated memory causes the displacement field to evolve more slowly,
leading to a delayed response when forces are applied, as shown in Figure 3. This behavior is particularly relevant in
materials designed to absorb and dissipate energy over time, making the C derivative well-suited for modeling viscoelastic
materials or systems under long-term loading. The AB derivative introduces a broader, more persistent memory effect
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governed by the Mittag-Leffler function, resulting in an extended influence of past deformations. As depicted in Figure
3, the radial displacement u changes more gradually and is sustained over a longer period, especially in systems with
complex boundary conditions. This makes the AB derivative ideal for modeling materials with heterogeneous properties
or structures under variable loading conditions. The CT derivative modifies the traditional memory effect by incorporating
a tempering parameter, which exponentially reduces the influence of past deformations. This leads to a more localized
and faster response, as seen in Figure 2, where the displacement field adjusts quickly to applied forces. The CT derivative
is particularly suitable for applications requiring rapid mechanical response and minimal residual deformation, such as in
dynamic systems or materials used in high-speed environments.

Figure 3. Displacement variation (u) under various fractional derivative operators

Figures 4 and 5 highlight how the type of fractional derivative used in the system significantly affects the behavior of
thermal stress fields (σrr and σψψ ), particularly radial and hoop stresses. These stress fields are crucial in understanding
material responses under thermal and mechanical loads. The Caputo derivative, with its power-law memory effect, causes
a gradual buildup and slow release of thermal stresses, resulting in extended periods of stress relaxation. This makes it
suitable for applications requiring controlled stress dissipation, though it may lead to sustained internal stresses. In contrast,
the AB derivative introduces a more generalized and prolonged memory effect, leading to slower stress relaxation and
increased stress accumulation, as observed in Figures 4 and 5. This extended influence of past stress states can increase
the material’s susceptibility to fatigue and failure, particularly under cyclic or long-term loading conditions.

Figure 4. Radial stress variation (σrr) under various fractional derivative operators
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Figure 5. Hoop stress variation (σψψ ) under various fractional derivative operators

The CT derivative modifies the traditional memory effect by incorporating a tempering parameter that reduces the
influence of past stresses. As Figures 4 and 5 show, this results in quicker stress relaxation and less long-term accumulation,
making it ideal for high-performance materials and systems where rapid stress relief and durability are critical. Each
derivative offers distinct benefits depending on the application, whether for slow, controlled stress dissipation, detailed
long-term stress modeling, or rapid stress relaxation to prevent material degradation.

Figure 6 clearly demonstrates that carrier density N, reflecting the concentration of charge carriers like electrons or
holes in a material, is influenced by thermal and electrical fields, which play a crucial role in the performance of electronic
and photonic devices. The behavior of carrier density varies depending on the type of fractional derivative applied, C,
AB, or CT. The Caputo derivative introduces a power-law memory effect, causing a delayed response in carrier density to
external stimuli, as it is influenced by the entire history of past states. This results in a gradual evolution of carrier density,
making it ideal for applications that benefit from sustained electrical or thermal activity, such as sensors or energy storage
devices.

Figure 6. Carrier density variation (N) under various fractional derivative operators

The AB derivative, as shown in Figure 6, introduces a more prolonged memory effect, leading to an even slower
response and greater charge density retention over time. This characteristic is particularly advantageous for applications
like non-volatile memory devices, where maintaining high levels of charge density is essential. Lastly, as displayed in
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Figure 6, the CT derivative, with its tempering parameter, reduces the long-termmemory effect, enabling a faster response
and quicker return to equilibrium. This rapid adjustment makes it well-suited for applications requiring fast response times,
such as real-time sensors and high-speed electronics.

In the PTMGT model, the application of the Caputo derivative introduces a strong memory effect, leading to a slow
response across all physical fields. This sluggish response is attributed to the system’s prolonged retention of past thermal,
mechanical, and electromagnetic states. Consequently, as illustrated in Figures 2 through 6, the temperature, displacement,
stress, and carrier density fields evolve gradually, displaying a significant delay in reacting to changes within the system.
The mechanical and electromagnetic fields also exhibit extended interactions, deeply influenced by historical events.

In contrast, when the AB fractional derivative is applied, it introduces a generalized memory effect, resulting
in a more complex and non-local response in the physical fields. In this case, as shown in the various figures, the
temperature, displacement, stress, and carrier density fields demonstrate a more intricate evolution, characterized by
smoother transitions yet with a prolonged influence of past states. The results clearly indicate that the AB derivative
broadens the temporal and spatial impact of these fields, leading to more complex interactions. This complexity is evident
in how the fields respond, with a more nuanced and widespread influence of historical data on current states.

The Caputo tempered fractional derivative alters the traditional Caputo derivative by incorporating a tempering
parameter, represented by χ . This parameter reduces the long-term memory effect typically associated with the Caputo
derivative. Essentially, χ introduces an exponential decay factor that gradually lessens the impact of past states over time,
leading to a quicker reduction in memory effects. This adjustment allows for more controlled and adaptable modeling
in systems where limiting the persistence of historical effects is necessary, resulting in a faster return to equilibrium
compared to the standard Caputo derivative. As a result, the Caputo tempered fractional derivative is especially valuable
in applications that require a balance between memory retention and rapid stabilization.

When the CT fractional derivative is incorporated into the PTMGT photothermal model, it includes an exponential
damping factor that accelerates the reduction of the influence of past states. This results in quicker stabilization of the
temperature, displacement, stress, and carrier density fields, with a faster return to equilibrium compared to the other
two derivatives. The analysis suggests that the CT fractional derivative is particularly effective in systems where a rapid
response is desired, and where minimizing residual effects from past events is critical. This makes it an ideal choice for
applications requiring quick stabilization and minimal lingering impacts from previous states.

The numerical results clearly show that memory effects in systems described by the Caputo tempered derivative are
less pronounced over extended periods compared to those governed by the traditional Caputo derivative. The presence
of the exponential factor e−χt reduces the impact of older states, resulting in a more localized memory effect over time.
This tempered memory in the CT fractional operator is particularly advantageous for modeling physical processes where
the influence of distant past events needs to diminish more quickly, such as in materials with time-dependent properties
that stabilize over time.

9. Conclusion
This work presents a novel framework for photothermal conduction that combines the Moore-Gibson-Thomson

equation with the Fourier law of thermal conduction, employing various fractional operators in place of traditional
integer derivatives. The framework incorporates different fractional derivatives, such as Caputo (C), Atangana-Baleanu
(AB), and tempered Caputo (CT), enabling the modeling of a broad spectrum of memory effects-from simple power-law
decay to more complex non-local behaviors in semiconductor materials. The primary aim of this model is to deepen our
understanding of the interactions between heat, plasma, and elastic waves in semiconductor materials while exploring non-
local phenomena influenced by memory effects. By comparing this new approach with existing photothermal elasticity
models, we can effectively evaluate its accuracy and performance in real-world applications involving semiconductor
materials.

Some of the key conclusions that can be extracted from this paper include:
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• Fractional derivatives play a crucial role in accurately capturing memory effects in materials with complex thermal
behaviors, offering a more precise representation of heat conduction over time. By incorporating fractional derivatives
into heat conduction models, time-dependent terms that account for the history of thermal processes are included, leading
to more detailed and realistic simulations.

• Different types of fractional derivatives, such as Caputo (C), Atangana-Baleanu (AB), and Caputo tempered (CT),
provide varying levels of memory effects, ranging from simple power-law decays to intricate non-local behaviors. This
versatility allows for the modeling of a wide array of thermal processes.

• The choice of fractional derivative significantly influences the evolution of physical fields like temperature,
displacement, stress, and carrier density, shaping how these fields respond to external stimuli over time:

•• The Caputo derivative introduces a power-lawmemory effect, resulting in slower, more gradual changes in physical
fields, making it suitable for systems that require a sustained response.

•• The AB derivative produces a more complex and extended memory effect, leading to even slower, more prolonged
changes in physical fields, ideal for applications where long-term stability and detailed non-local interactions are essential.

•• The CT derivative strikes a balance between memory and faster decay, leading to quicker stabilization of physical
fields, making it suitable for systems that demand rapid response and minimal residual effects.

• Fractional derivatives are particularly valuable for simulating thermal processes in materials that exhibit anomalous
diffusion and other non-classical behaviors, enhancing the understanding and development of advanced materials.
Selecting the appropriate fractional derivative allows for precise control and prediction of thermal behavior in materials,
tailored to specific application needs, whether requiring sustained activity or rapid adaptation.

• The integration of fractional derivatives into heat conduction models represents a significant advancement in
simulation techniques, enabling more sophisticated and accurate predictions of material behavior under varying thermal
conditions.
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