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Abstract: The paper deals with the solvability of the following doubly singular boundary value problem

ż = cg(u)− f (u)− h(u)
zα

z(0+) = 0, z(1−) = 0, z(u)> 0 in (0, 1)

naturally arising in the study of the existence and properties of travellingwaves for reaction-diffusion-convection equations
governed by the p-Laplacian operator. Here c, α are real parameters, with α > 0, and f , g, h are continuous functions in
[0, 1], with

h(0) = h(1), h(u)> 0 in (0, 1).

Keywords: singular boudary value problems, reaction-diffusion-convection equations, travelling wave solutions, degener-
ate parabolic equations, speed of propagation
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1. Introduction
One of the most popular topics in the study of diffusion equations, in their various possible variants (reaction-

diffusion, convection-diffusion, aggregation-reaction-diffusion, etc.) is the existence and the properties of travelling
fronts. These particular solutions v, satisfying v(τ, x) = u(x− cτ) for some one-variable function u, have a relevant
role in understanding asymptotic behavior of the other solutions of the PDE (see, e.g., [1–3]).

When searching for travelling fronts, the original PDE reduces to an autonomous ordinary differential equation and
if the fronts are monotone this can be further reduced to a first-order singular ordinary equation or, equivalently, to a
singular integral equation. For instance, the travelling fronts of the general reaction-diffusion-convection equation with
accumulation term
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f (v)vx +g(v)vτ = (D(v)vx)x +ρ(v)

are solutions of the following autonomous second-order equation

(D(u)u′)′+(cg(u)− f (u))u′+ρ(u) = 0

where c is the wave speed and ′ means the derivative with respect to the wave variable t. Therefore, the existence of
monotone fronts is equivalent to the solvability of the following first-order equation

ż = cg(u)− f (u)− D(u)ρ(u)
z

.

Hence, when the reaction term ρ vanishes at 0 and 1 (and it is positive elsewhere), then the study of the existence
of monotone travelling fronts, connecting the equilibria 0 and 1, involves the following doubly singular boundary value
problem:


ż = cg(u)− f (u)− h(u)

z
z(0+) = z(1−) = 0
z(u)> 0 in(0, 1)

(1)

where we have put h(u) : = D(u)ρ(u) (see [4]).
Problem (1) admits an equivalent formulation as a singular Volterra-type integral equation:


z(u) =

∫ u
0

(
cg(u)− f (u)− h(u)

z

)
du

z(1−) = 0

z(u)> 0 in (0, 1)

(see [5] in the case of constant g).
In the last years, diffusion equations governed by the p-Laplacian operator, that is

f (v)vx +g(v)vτ = ∆p(v)+ρ(v)

have been the subject of growing interest (see, e.g. [6–10]). In this case, problem (1) becomes


ż = cg(u)− f (u)− h(u)

zα

z(0+) = z(1−) = 0
z(u)> 0 in(0, 1).

(2)
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for a suitable α > 0 depending on p.
Despite a very extensive literature on the subject, a complete study about the solvability of problem (2) seems not

known, at least in such a general form (see [11] for a recent result without the convection and accumulation terms f , g).
In this paper we provide an existence and non-existence result for problem (2), given in terms of admissible wave

speeds c, related to the value of the parameter α . More in detail, the main result is the following:
Theorem 1 Let f , g, h ∈C([0, 1]) be such that

h(0) = h(1) = 0 and h(u)> 0 for every u ∈ (0, 1). (3)

Assume that g(0)> 0 and
∫ u

0 g(s)ds > 0 for every u ∈ [0, 1]. Moreover, assume that

there exists the limit hα, 0 : = lim
u→0+

h(u)
uα ∈ [0, +∞]. (4)

Then, if h0, α =+∞ problem (2) does not admit solutions for any c ∈ R.
Otherwise, if h0, α <+∞, there exists a threshold value c∗ such that problem (2) admits solution if and only if c ≥ c∗.

Moreover, put

G0 := inf
u∈(0, 1)

∫ u

0
−g(s) ds, F0 := sup

u∈(0, 1)

∫ u

0
− f (s) ds, H0 := sup

u∈(0, 1)

∫ u

0
− h(s)

sα ds, (5)

(where
∫
− stands for the mean value) we have

f (0)
g(0)

+
α +1
g(0)

(
h0, α
αα

) 1
α+1

≤ c∗ ≤ F0

G0
+

α +1
G0

(
H0

αα

) 1
α+1

. (6)

Finally, for every c ≥ c∗ the solution is unique.
As a consequence of the previous theorem, we have that problem (2) admits a solution for some c ∈ R if and only if

the value h0, α is finite. This places an upper bound on the admissible values of α; namely, if h(u)∼Cuq as u → 0+, then
h0, α <+∞ if and only if α ≤ q.

Finally, note that when g is constant, say g(u)≡ 1, then (6) reduces to

f (0)+(α +1)
(

h0, α
αα

) 1
α+1

≤ c∗ ≤ sup
u∈(0, 1)

∫ u

0
− f (s)ds+(α +1)

(
1

αα sup
u∈(0, 1)

∫ u

0
− h(s)

sα ds

) 1
α+1

.

When, in addition, α = 1 (the standard case) we obtain

f (0)+2
√

ḣ(0)≤ c∗ ≤ sup
u∈(0, 1)

∫ u

0
− f (s)ds+2

√
sup

u∈(0, 1)

∫ u

0
− h(s)

s
ds

that is the estimate proved in [12].
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2. Preliminary results
In this section we establish some preliminary results concerning the solutions of the equation

ż = cg(u)− f (u)− h(u)
zα (7)

for given c ∈ R, α > 0, and continuous functions f , g, h in (0, 1) satisfying (3).
The first Lemma concerns the maximal existence interval for the solutions of (7) and the behavior at the extrema of

the interval (0, 1).
Lemma 1 Let z ∈ C1(a, b) be a positive solution of equation (7), where (a, b) ⊂ (0, 1) is its maximal existence

interval. Then, a = 0 and both the limits z(0+) and z(b−) exist and are finite.
Moreover, if (4) holds, then hα, 0 <+∞, and there exists ż(0). Furthermore, ż(0) is a zero of the function η0(t) : =

|t|α+1 − (cg(0)− f (0))|t|α +hα, 0.
Similarly, if b = 1 and

there exists the limit hα, 1 : = lim
u→1−

−h(u)
(1−u)α ∈ [−∞, 0],

then hα, 1 >−∞ and there exists ż(1). Moreover, ż(1) is a zero of the function η1(t) : = |t|α+1+(cg(1)− f (1))|t|α +hα, 1.
Proof. Note that ż(u)> cg(u)− f (u) in (a, b), so ż is bounded below, hence, we deduce that both the limits z(a+) : =

limu→a+ z(u) and z(b−) := limu→b− z(u) exist (finite or infinite). If z(a+)=+∞, then equation (7) implies that lim
u→a+

ż(u)=

cg(a)− f (a) ∈ R, a contradiction. An analogous reasoning works for z(b−). Therefore, if a > 0, since (a, b) is the
maximal existence interval of z, we infer z(a+) = 0, implying lim

u→a+
(cg(u)− f (u))zα(u)− h(u) = −h(a) < 0. Hence,

given a real 0 < ε < h(a), we have ż(u) = cg(u)− f (u)− h(u)
zα(u)

<− ε
zα(u)

< 0 in a right neighbourhood of a, which is a

contradiction. This implies a = 0.
Assume now (4) and put

ζ (u) : =
z(u)

u
, L : = limsup

u→0+
ζ (u), ℓ : = liminf

u→0+
ζ (u). (8)

Suppose, by contradiction, ℓ < L. So, for every k ∈ (ℓ, L) there exist decreasing sequences (un)n, (vn)n, converging
to 0, such that

ζ (un) = ζ (vn) = k, ζ̇ (un)≥ 0, ζ̇ (vn)≤ 0 for every n ≥ 1.

Since ζ̇ (u) =
1
u
(ż(u)−ζ (u)), we get ż(un)≥ ζ (un) = k, so

k ≤ ż(un) = cg(un)− f (un)−
h(un)

zα(un)
= cg(un)− f (un)−

h(un)

(kun)α .

Passing to the limit as n →+∞, we have that h0, α is finite and k ≤ cg(0)− f (0)−
hα, 0

kα , that is
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kα+1 − (cg(0)− f (0))kα +hα, 0 ≤ 0.

By means of a similar argument, by using the sequence (vn)n instead of (un)n, it is possible to show that kα+1 −
(cg(0)− f (0))kα +hα, 0 ≥ 0, hence we conclude

kα+1 − (cg(0)− f (0))kα +hα, 0 = 0 for all k ∈ (ℓ, L),

a contradiction. Then, ℓ= L and the limit λ : = lim
u→0+

z(u)
u

≥ 0 exists.
Finally, since

ż(u) = cg(u)− f (u)− h(u)
uα · uα

zα(u)
, (9)

then λ <+∞, otherwise ż(u)→ cg(0)− f (0) as u → 0+, a contradiction; so λ ∈ R.
If λ > 0 then by (9) we deduce the existence of the limit ż(0+) : = lim

u→0+
ż(u) too; moreover, its value necessarily

coincides with λ . So, passing again to the limit as u → 0+ in (9), we infer

λ α+1 = (cg(0)− f (0))λ α −hα, 0

that is, ż(0) is a zero of the function η0(t). Whereas, if λ = 0, then hα, 0 = 0 too, otherwise ż(u)→+∞, a contradiction.
Then, even if λ = 0, it is a zero of the function η0(t).

The local analysis near the point 1 can be made by the same way, putting in (8)

ζ (u) =
z(u)
1−u

, L : = limsup
u→1−

ζ (u), ℓ : = liminf
u→1−

ζ (u).

In whats follows we will make use of the method of lower and upper-solutions.
Recall that a function z ∈C1(I), with I ⊂ (0, 1), is a lower-solution [upper-solution] for equation (7) if

ż ≤ [≥] cg(u)− f (u)− h(u)
zα for all u ∈ I.

For the reader’s convenience, we recall a classic comparison result (see e.g. [13, Theorems 9.5-9.6])
Lemma 2 Let z be a solution of (7) in I ⊂ (0, 1) and let u0 ∈ I be fixed.
Let y be an upper-solution of (7) in the same interval, then
(1) if z(u0)≤ y(u0), we have z(u)≤ y(u) for all u ≥ u0.
(2) if z(u0)≥ y(u0), we have z(u)≥ y(u) for all u ≤ u0.
Whereas, if y is a lower-solution, then
(1) if z(u0)≥ y(u0), then z(u)≥ y(u) for all u ≥ u0.
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(2) if z(u0)≤ y(u0), then z(u)≤ y(u) for all u ≤ u0.
The following result provides the uniform boundedness by below of the solutions of (7) on the compact subintervals

of (0, 1).

Lemma 3 Let us fix c0 ∈R and α > 0. For every r ∈
(

0,
1
2

)
there exists δ = δr > 0 such that for every c ∈R with

|c− c0|< δ and for positive solution zc of equation (7), defined in (0, 1), we have

zc(u)≥ δ for every u ∈ [r, 1− r].

Proof. Let us fix r ∈
(

0,
1
2

)
and put m : = min{h(u) : u ∈ [r, 1− r]} > 0. Let us consider the map (c, u, z) 7→

(cg(u)− f (u))zα −h(u), which is uniformly continuous in the compact set [c0 −1, c0 +1]× [0, 1]× [0, m]. Hence, there
exists δ = δr < (mr)

1
α+1 , such that if u0 ∈ [r, 1− r], then we have

(cg(u)− f (u))zα −h(u)<−h(u0)+
mα

α +1
≤− m

α +1
when |u−u0|, |z|, |c− c0|< δ . (10)

For every fixed u0 ∈ [r, 1− r], define the function

ψ(u) : =
(
δ α+1 −m(u−u0)

) 1
α+1 for u0 ≤ u ≤ u0 +δ α+1/m,

where the extremum u∗ : = u0 +δ α+1/m < 1, by the choice of δ .
Observe that ψ(u)≤ δ for every u ∈ (u0, u∗), so by (10) we can deduce that for every c with |c− c0|< δ we have

ψ̇(u)> cg(u)− f (u)− h(u)
ψα(u)

, for every u ∈ (u0, u∗)

that is ψ is an upper-solution for equation (7) in such an interval, with ψ(u0) = δ and ψ(u∗) = 0.
Therefore, if zc is a solution of problem (2) defined in (0, 1), then zc(u0) < δ = ψ(u0). Indeed, since ψ is an

upper-solution for equation (7) in the interval (u0, u∗), then necessarily zc(u)≤ ψ(u) in the same interval, implying that
zc(u∗) = 0, which is a contradiction since zc is defined and positive on the whole interval (0, 1). Therefore, we conclude
that zc(u0)≥ δ .

The assertion follows from the arbitrariness of u0.
Lemma 4 Let (cn)n be a decreasing (not necessarily strictly decreasing) sequence converging to c0 and let (zn(u))n

be a sequence of positive solutions of equation (7) in (0, 1) for c = cn, pointwise convergent to a function z0(u) in (0, 1).
Then we have z0(u)> 0 for every u ∈ (0, 1) and z0 is a solution of equation (7) in (0, 1) for c = c0.

Proof. As a consequence of Lemma 3, by the arbitrariness of r > 0 we have z0(u)> 0 for every u ∈ (0, 1). Moreover,

again by Lemma 3, for every r ∈
(

0,
1
2

)
we have

cng(u)− f (u)≤ cng(u)− f (u)− h(u)
zα

n (u)
≤ cng(u)− f (u)− h(u)

δ α for every u ∈ [r, 1− r],
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for every n ∈ N. So, by virtue of the Dominated Convergence Theorem we get that, for every u, u∗ ∈ [r, 1− r], we have

z0(u)− z0(u∗) = lim
n→+∞

(zn(u)− zn(u∗)) = lim
n→∞

∫ u

u∗

(
f (s)− cng(s)− h(s)

zα
n (s)

)
ds

=
∫ u

u∗

(
f (s)− c0g(s)− h(s)

zα
0 (s)

ds
)
.

Hence, ż0(u) = f (u)−c0g(u)− h(u)
zα

0 (u)
for every u ∈ [r, 1− r]. Since r > 0 is arbitrary, we get that z0 solves equation

(7) in the whole interval (0, 1).
Remark 1 In light of the proof of the previous Lemma, the assertion holds even if the sequence (zn)n is defined in a

subinterval (a, b)⊂ (0, 1).
In the following result a comparison criterium is proved, in order to establish the existence and non-existence of the

solutions of problem (2).
Proposition 1 Suppose (3) and assume that there exists a lower-solution φ for equation (7) in the whole interval

(0, 1), such that φ(0+) = 0 and φ(u)> 0 for every u ∈ (0, 1).
Then, there exists a C1−function z : (0, 1) → R, solution of the singular boundary value problem (2), such that

0 < z(u)< φ(u) for every u ∈ (0, 1).
Proof. Notice that φ̇(u)≤ cg(u)− f (u), so φ̇ is bounded above, implying the existence of the limit φ(1−)<+∞.
Let us divide the proof into two cases.
Case 1: φ(1−)> 0.
For each n ∈N let zn be the solution of equation (7), satisfying the condition z(1) = φ(1−)/n. By applying Lemma 1,

we derive that zn is defined in the whole interval (0, 1]. Furthermore, by virtue of Lemma 2 we get zn(u)≤ φ(u) for every
u ∈ (0, 1]. Since (7) has a unique solution passing through a given point, we have φ(u) ≥ zn(u) ≥ zn+1(u) > 0 for each
n ∈ N and every u ∈ (0, 1). Put ζ (u) : = lim

n∈N
zn(u), in force of Lemma 4, we get ζ (u)> 0 in (0, 1) and it is a solution of

equation (7). Moreover, since zn(0+) = 0 for every n ∈N, we have ζ (0+) = 0. Finally, by definition, zn(1)→ 0 = ζ (1−).
Case 2: φ(1−) = 0.

For each n ∈ N let zn be the solution of equation (7), satisfying the condition zn

(
n

n+1

)
= φ

(
n

n+1

)
, defined in

its maximal existence interval (an, bn). By Lemma 1 we have an = 0 for every n ∈ N; moreover, by Lemma 2 we have

zn(u) ≤ φ(u) for every u ∈
(

0,
n

n+1

)
and zn(u) ≥ φ(u) for every u ∈

(
n

n+1
, bn

)
. Hence, since by Lemma 1 there

exists zn(b−n ) and it is finite, we also infer bn = 1 for every n ∈ N.

Furthermore, since zn

(
n

n+1

)
= φ

(
n

n+1

)
≥ zn+1

(
n

n+1

)
, again by the uniqueness of the solution of equation

(7) passing through a point, we also derive that zn(u) = zn+1(u) for each u ∈ (0, 1) or zn(u)> zn+1(u) for each u ∈ (0, 1).
Therefore, the sequence (zn)n is decreasing. Set ζ (u) = lim

n→+∞
zn(u); by applying Lemma 4 (with cn = c for every n)

we have ζ (u) > 0 for all u ∈ (0, 1) and ζ is a solution of equation (7). Finally, we have ζ (u) ≤ φ(u) in (0, 1), hence
ζ (0+) = φ(0+) = 0 and ζ (1−) = φ(1−) = 0.

Corollary 1 Let (3) be satisfied. Assume that there exists a continuous positive function ψ : (0, 1)→ R such that
ψ(0+) = 0 and

ψ(u)≤
∫ u

0

(
cg(s)− f (s)− h(s)

ψα(s)

)
ds for every u ∈ (0, 1). (11)

Then, the singular boundary value problem (2) admits a solution z ∈C1(0, 1).
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Proof. Put φ(u) :=
∫ u

0

(
cg(s)− f (s)− h(s)

ψα(s)

)
ds. Since ψ is positive, by (11) also φ is positive. Moreover, φ is

differentiable, with

φ̇(u) = cg(u)− f (u)− h(u)
ψ(u)

≤ cg(u)− f (u)− h(u)
φ(u)

for every u ∈ (0, 1).

Finally, since φ(0+) = 0, then φ satisfies all the assumptions of Proposition 1. So, there exists a solution z of problem
(2) satisfying 0 < z(u)≤ φ(u) for every u ∈ (0, 1).

We conclude the section by stating a result concerning the behavior of a suitable function, which will be used in the
proof of Theorem 1. We omit the proof since it is trivial.

Lemma 5 Let β , γ be fixed with γ ≥ 0, and let

Mβ , γ(t) := tα+1 −β tα + γ, t ≥ 0.

Then, Mβ , γ has minimum µa, β which has the same sign of the value (α +1)
( γ

αα

) 1
α+1 −β .

3. Proof of Theorem 1 and some examples
Proof of Theorem 1..
First of all, let us prove that if problem (2) admits a solution for some c, then it is unique. To this aim, assume

by contradiction that for a fixed c, problem (2) admits two different solutions z1, z2. Since the differential equation in
(2) admits a unique solution passing through a given point, we get z1(u) 6= z2(u) for every u ∈ (0, 1). So, we have
z1(u)< z2(u) for every u ∈ (0, 1) (or vice versa) and then

0 = z1(1−)− z1(0+) =
∫ 1

0

(
f (u)− cg(u)− h(u)

zα
1 (u)

)
du <

∫ 1

0

(
f (u)− cg(u)− h(u)

zα
2 (u)

)
du = z2(1−)− z2(0+) = 0,

a contradiction.
Let us now assume (4). Notice that if h0, α = +∞ then by Lemma 1 problem (2) does not admit solutions for any

c ∈ R. So, from now on we assume h0, α <+∞.
Let us fix a value

c >
F0

G0
+

α +1
G0

(
H0

αα

) 1
α+1

(see (5)). Then, if we consider the function Mβ , γ , defined in Lemma 5, for β := cG0 −F0 and γ := H0, we have that
the minimum of the function Mβ , γ is negative. Let L > 0 be such that Mβ , γ(L)< 0. Hence Lα+1 < (cG0 −F0)Lα −H0,
implying

L < cG0 −F0 −
H0

Lα ≤ c
∫ u

0
− g(s)ds−

∫ u

0
− f (s)ds−

∫ u

0
− h(s)

(Ls)α ds for every u ∈ (0, 1].
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Therefore, put ψ(u) : = Lu we have

ψ(u)<
∫ u

0

(
cg(s)− f (s)+

h(s)
ψα(s)

)
ds for every u ∈ (0, 1]

and from Corollary 1 we deduce that problem (2) admits a solution.
Let us consider now a value c satisfying

c <
f (0)
g(0)

+
α +1
g(0)

(
h0, α
αα

) 1
α+1

.

Put β : = cg(0)− f (0) and γ : = h0, α , in this case by Lemma 5 we have thatMβ , γ(t)> 0 for every t ≥ 0. On the other
hand, if a solution z of problem (2) exists, then by Lemma 1 ż(0) should be a zero of the function Mβ , γ , a contradiction.
So, in this case problem (2) does not admit solutions.

Finally, put Γ : = {c : problem (2) admits solution} and let c∗ : = infΓ. In view of what we have just observed, the
value c∗ satisfies estimate (6).

In order to show that problem (2) admits a solution for c = c∗, consider a decreasing sequence (cn)n in Γ, converging
to c∗ and let zn be the solution of problem (2) for c = cn. Put

M : = max
(u, c)∈[0, 1]×[c∗, c1]

(cg(u)− f (u)), m : = min
(u, c)∈[0, 1]×[c∗, c1]

(cg(u)− f (u)). (12)

Let (rn)n be a decreasing sequence converging to 0, with r1 <
1
2
, and put Ik := [rk, 1− rk]. Of course, Ik ⊂ Ik+1 and

(0, 1) = ∪k≥1Ik.
By Lemma 3, there exists a value δr1 > 0 such that for every n ≥ 1 we have

cng(u)− f (u)≥ cng(u)− f (u)− h(u)
zα

n (u)
≥ cng(u)− f (u)− h(u)

δ α
r1

, for every u ∈ I1.

Therefore, by (12) we have

m− h(u)
δ α

r1

≤ żn(u)≤ M, for every u ∈ I1

from which we deduce the equicontinuity of the sequence of functions (zn)n in I1. Moreover, since 0 < zn(u) ≤ M in I1,
then the sequence (zn)n is equibounded in I1. Then, we can apply the Ascoli-Arzelà Theorem to derive that there exists a
subsequence (z(1)n )n which uniformly converges to a certain function z(1)0 in I1.

Let us consider now the interval I2 ⊃ I1. By means of the same reasoning, we infer the existence of a further
subsequence (z(2)n )n which uniformly converges to a function z(2)0 in I2. Moreover, we have z(2)0 (u) = z(1)0 (u) for every
u ∈ I1.

Proceeding by this diagonal argument, one shows that for all k∈N the sequence (z(k)n )n admits a subsequence (z
(k+1)
n )n

which uniformly converges to a function z(k+1)
0 in Ik+1, and z(k+1)

0 = z(k)0 (u) for all u ∈ Ik.
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Finally, let us define ζ0 : (0, 1)→R, as ζ0(u) = z(k)0 (u) if u ∈ Ik. By what we have just observed, ζ0 is a well-defined
function. Moreover, in each interval Ik the function ζ0 is uniform limit of the sequence of solutions (z(k)n )n of problem (2)
for c = cn. So, by applying Lemma 4 we deduce that ζ0 is a solution of problem (2) for c = c∗ in the interval Ik. By the
arbitrariness of k we conclude that that ζ0 is a positive solution on the whole interval (0, 1).

Observe now that by the monotonicity of the integral function of g we get

zn(u)≤
∫ u

0
(cng(s)− f (s))ds ≤

∫ u

α
(c1g(s)− f (s))ds

for all n ∈ N and u ∈ (0, 1). So, also ζ0(u)≤
∫ u

0 (c1g(s)− f (s))ds, for every u ∈ (0, 1), implying that ζ0(0+) = 0.
Furthermore, by virtue of Lemma 1, we deduce that there exists the limit ζ0(1−) ∈ [0, +∞). So, all the assumptions

of Proposition 1 are satisfied by the function ζ0 and we can conclude that problem (2) admis a solution for c = c∗.
Finally, let us now show that problem (2) admits solution for every c > c∗. To this aim, let z∗ be the solution of

problem (2) for c = c∗. Again by by the monotonicity of the integral function of g, for every c > c∗, we have

z∗(u) =
∫ u

α

(
c∗g(s)− f (s)− h(s)

zα
∗ (s)

)
ds ≤

∫ u

α

(
cg(s)− f (s)− h(s)

zα
∗ (u)

)
ds

So, z∗ satisfies condition (11) of Corollary 1 and we can infer that problem (2) admits solution also for every c > c∗.
Example 1 Let us consider equation (7) with

f (u)≡ 0, g(u) = u+1, h(u) = u2(1−u).

In this case we have h0, α <+∞ if and only if α ≤ 2, so equation (7) admits solution if and only if α ≤ 2. Moreover,

since F0 = 0 and g(0) = G0 = 1, when α = 2 we have h0, α = H0 = 1, so estimate (6) becomes 3 3

√
1
4
≤ c∗ ≤ 3 3

√
1
4
, that

is c∗ =
3
3√4

.

Example 2 Let us consider equation (7) with

f (u) = u, g(u) = 1−u, h(u) = u(1−u).

In this case we have h0, α <+∞ if and only if α ≤ 1, so equation (7) admits solution if and only if α ≤ 1. Moreover,

we have F0 = G0 =
1
2
and g(0) = 1. Furthermore, when α = 1 we have h0, α = H0 = 1, so estimate (6) for α = 1 becomes

2 ≤ c∗ ≤ 5.

4. Conclusions
In this paper we have established ad existence result for problem (2), stating that there exist a solution if and only if

the value h0, α is finite (see (4)). In this case, there are infinitely many admissible wave speeds, whose minimum value
satisfies estimate (6).

The present result can be used in the study of travelling waves for reaction-diffusion-advection equations governed
by the p-Laplacian operator.

Contemporary Mathematics 144 | Cristina Marcelli



Funding
This article was supported by PRIN 2022-Progetti di Ricerca di rilevante Interesse Nazionale, “Nonlinear differential

problems with applications to real phenomena” (2022ZXZTN2).

Acknowledgements
The author is member of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni

(GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).

Conflict of interest
The author declares no competing financial interest.

References
[1] Malaguti L, Ruggerini S. Asymptotic speed of propagation for Fisher-type degenerate reaction-diffusion-convection

equations. Advances in Nonlinear Studies. 2010; 10(3): 611-629.
[2] Díaz JI, Kamin S. Convergence to travelling waves for quasi-linear Fisher-KPP type equations. Journal of

Mathematical Analysis and Applications 2012; 390(1): 74-85.
[3] Drábek P, Takáč P. Convergence to travelling waves in Fisher’s population genetics model with a non-Lipschitzian

reaction term. Journal of Mathematical Biology. 2017; 75(4): 929-972.
[4] Cantarini M, Marcelli C, Papalini F. Wavefront solutions for a class of nonlinear highly degenerate parabolic

equations. Journal of Differential Equations. 2022; 332: 278-305.
[5] Gilding BH. A singular nonlinear Volterra integral equation. Journal of Integral Equations and Applications. 1993;

5(4): 465-502.
[6] Audrito A, Vazquez JL. The Fisher-KPP problem with doubly nonlinear diffusion. Journal of Differential Equations

2017; 263: 7647-7708.
[7] Garrione M, Strani M. Monotone wave fronts for (p, q)-Laplacian driven reaction-diffusion equations. Discrete and

Continuous Dynamical Systems-Series. 2019; 12(1): 91-103.
[8] Audrito A, Bistable reaction equations with doubly nonlinear diffusion.Discrete and Continuous Dynamical Systems

2019; 39(6): 2977-3015.
[9] Audrito A, Vazquez JL. Travelling wave behaviour arising in nonlinear diffusion problems posed in tubular domains.

Journal of Differential Equations. 2020; 260(3): 2664-2696.
[10] Drábek P, Takáč P. Travelling waves in the Fisher-KPP equation with nonlinear degenerate or singular diffusion.

Applied Mathematics and Optimization. 2021; 84: 1185-1208.
[11] Garriz A. Singular integral equations with applications to travelling waves for doubly nonlinear diffusion. Journal

of Evolution Equations. 2023; 23(54). Available from: https://doi.org/10.1007/s00028-023-00906-x.
[12] Marcelli C, Papalini F. A new estimate of the minimal wave speed for travelling fronts in reaction-diffusion-

convection equations. Electronic Journal of Qualitative Theory of Differential Equations. 2018; 10: 1-13.
[13] Szarski J. Differential Inequalities. Warszawa: Instytut Matematyczny Polskiej Akademi Nauk; 1965.

Volume 6 Issue 1|2025| 145 Contemporary Mathematics


	Introduction
	Preliminary results
	Proof of Theorem 1 and some examples
	Conclusions

