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Abstract: The improved synchronization of complex dynamical networks under passivity performance is the main topic
of this paper. To distinguish between simple and complex dynamics in real-world scenarios, the effect of randomly
occurring time-varying delays is specifically considered. The study is based on the development of a feedback controller
and a Lyapunov-Krasovskii functional (LKF) with novel integral terms. Finally, a useful example is provided to illustrate
the effectiveness of the proposed approach.
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1. Introduction

Complex systems are prevalent in nature and everyday life, with most of them frequently modeled as complex
networks [1-4]. Such networks can effectively represent real-world systems, including communication networks, which
comprise interconnected and interdependent components designed for transmitting and receiving signals.

Among the various topics in complex network research, synchronization has received significant attention [5—
7]. The synchronization of dynamical components is widely regarded as one of the most fundamental properties of
complex networks, leading to extensive investigations in the literature [8—10]. Moreover, numerous synchronization-
related challenges have substantial practical implications [11].

Passivity plays a crucial role in understanding and analyzing dynamic behaviors. It has been extensively studied
by researchers and is considered a powerful tool for assessing system stability. Passivity-based approaches have found
applications in diverse fields, including signal processing, complexity analysis, stability assessment, and fuzzy control
(see, for example, references [12—15]). Ren et al. [16] introduced various passivity concepts, significantly contributing
to the advancement of passive control in dynamical systems [17, 18].

Synchronization of stochastic complex networks with time delays are recently investigated in [19-22].
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However, to the simplest of the authors’ knowledge, the passivity synchronization of complex networks subject to
randomly occurring coupling time-varying delays still remains challenging. Building on these insights, this study explores
state feedback control for achieving passivity in complex networks with delays.

The main contribution of this paper is listed below:

1. State feedback control with randomly occurring distributed coupling time-varying delays are considered for
complex dynamical networks.

2. The application of stochastic analysis often leads to the derivation of delay-dependent conditions necessary for
ensuring synchronization while maintaining sufficient passivity performance, such as disturbance attenuation.

3. Synchronization controllers are developed using linear matrix inequalities (LMIs) to achieve the tolerable
condition for the complex dynamical networks.

4. At terminally, numerical example is displayed to emphasize the efficacy of the derived theoretical results.

Notations: Throughout this paper, »4 denotes the elements below the main diagonal of a symmetric of a symmetric
block matrix, J denotes the identity matrix with appropriate dimensions. $R” represents the n dimensional Euclidean space
and " is the set of all n x m real matrices. 3 > 0 means ‘B is real symmetric and positive definite, Pr{B} means the
occurrence probability of the event f, and diag{a, b, ...., z} indicates the block-diagonal matrix with a, b, ...., z in the
diagonal entries. €{x} means the expectation of the stochastic variable x. The notation 2f ® B stands for the Kronecker
product of matrices 2 and ‘B.

2. Problem description

Consider the class networks with O nodes that contain delays and randomly appearing nodes:

by (1) = Aby (1) + B (1, by (1)) + €[5, F(b())ds + (1= P(1)) £y byyThy, (1)

+®(1) £9_ byyTby (1 — 2(1)) + un (1) + wn (1), (1)

~

by(@) =nt, n=1,2,....,0, 1€ [-max(, 3), 0],

where 2l be a constant matrix and B, € are the weight matrices, b, (1) = (by1 (1), b2 (1), -, bnn(z))T € R" be the state
vector associated nth node, u, (1) € 93" the control input, wy (1) is the disturbance 3(z) and (i) represent delays that
satisfies

0<p() <P, 0<3(1)<3, 2)

where £, 1 and 3 are known constants. ' € 87" is coupling matrix and B = (byy)oxo € RO*O represents an outer-
coupling configuration matrix. If easy to implement 1 and y (n # ), then by # 0; otherwise, byy = 0, by, are given
o)
by brm = 72‘[’:1~, ‘V?é'f] b-rw/, n= 1, 2, ceeey O
®(1) is the Bernoulli random variable convenient randomly occurring coupling delay and satisfying:

| .
o(1) = { , coupling delay happens, 3)

0, coupling delay does not happens,

with
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Prob{®(1) =1} = D,
Prob{®(1) =0} =1 -,

where ® € [0, 1] is a known constant.
According to the expectation of Bernoulli function, we have:

¢{D(1) — D} =0,
E{(@(1) — D)’} = (1 - D),
Assumption 1: For given matrices 93| and & and f
[F(x) = () = R1 (e = 0)]" [f(x) = §(0) = S1(x —1)] <0, V&, peR". )
The system unforced isolate node is given by
5(1) = As (1) +Bf(1, 5(1)), (5)

we define the synchronization error p, (1) = p(z) —5(z). Then, (1) is

~ 1 - (8]
palt) = Apo(0) + B (1) +€ | 3 PN +(1=2()) X by Ty (1)
11— 1 W:

(8]
+@(1) Y byyIpy (1 — @(1) +un (1) +wy (1), n=1,2,...., 0, (6)
y=1

where f(la pn(l)) = f(la b) - f(lv 5(’))'

The controllers are made in the following manner:

uy (1) = Ry()py(2), n=1,2,....,0. @)

Then by using (6) and (7),
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1

~ - (0]
) = (2 80)a() + BT, o) +€ [ §lp(e))ds (1) Y by Loy (9
11— 1 1’/:

o

+2(0) 3 baypy(1= £0) + (0, =12, ..., ®)
Then system (8) is
p() = (T@A+R)p(1) +BF(p +e:/ 5))ds+(1—®())(BET)p(1)
+R()(BET)P(— @(1) + W), ©)

Definition 1 [23] If there is a scalar y > 0 then (9) is stochastically passive, that iz > 0
2/ }a6 > Y/ w(6)} o (10)

Lemma 1 [24] For any matrix l mox > 0, scalars @ > 0, 2(1) > 0, 0 < @(1) < 2, vector function p(1+

. m

-) : [—42, 0] — PR then the concerned integrations are

5 [ _p"()mp(e)dar < @ ()Q@(0), ()
-

where

o) = [p") P71~ o) PT(~ )] .

—Mm M-I T
Q—| " —2M+T+IT —T4M
Y ey M

W 3

Lemma 2 [25] The matrices are 3, 20 and ) such that ) > 0, { 37 _y

] < 0, holds if and only if, 20 +
3Ty-13<o.

Lemma 3 [26] Any constant matrix 20 € 3", 207 =20 > 0, scalars § and € with § > € and vector p : [¢, §] — R",
then,

Co iporary Math tics 2162 | D. Ajay, et al.




@ g)/jpT(s)Qﬁp(s)dﬁ < (/;p(ﬁ)ds) Tzn(/jp(s)dg). (12)

3. Main results

Theorem 1 Assumption 1 is true, scalars @, [5, h and € are positive, matrices R, & the system (9) is stochastically
passive, 3 matrices 3 > 0, Q > 0, $ > 0, 4 > 0, matrix 9t and a constant y > 0 hence, the subsequent LMIs are true:

[ AR #) ]
xX:= ,
o0
21 PPBRD)+H-M M BP—e6,,
5¢ —29+M —IMH 0
VAR )
52 52 Q-9 0
52 M B —eJ+3%4

21 =2B((T@A)+ 8+ (1-P)(BRI))+Q—H— Ry,

(-7 P 221 X2 |

0 0 EPBRD)P  x2

pi=| 0 0 0 0 |
0 0 B 0
—yJ 0 3 0

X1 =230 +/+(1-2)(BaD)) R,
X2 =/ ®(1-P)(BI)P,

X231 =— @/ P(1-@)(BRT)B,

with
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_ 9%,{1 +6,T\1 +6£1 +9Ry, %Xl +6£1

Ay — ) ; A — 3 ERAI fdmgo(i)%l) 6/\1 :diago(Gl)

Proof. Define the L-K functional

B(p(1), 1) =TVi(p(1), 1) +Va(p (1), 1) +V3(p(1), 1) + Va(p (1), 1), (13)
where
By (p(1), 1) =p" ()PP (1), (14)
_ /l;apT(s)Dp(s)ds, (15)
0 1
= T .
=6 @./l+5” ()5 (6)d6ds, (16)
0 A ~
10=3 [ [ §(p(6)3(p(6))d6ds. (17)
-3 Ji+s
Applying £, then
£U(p(1), 1) = £B1(p(1), 1) + £V (p (1), 1) + £03(p (1), 1) + £B4(p (1), 1), (18)

where

£01(p(1), 1) = 20T (PP (T @A+ R+ (1-@)(BET))p (1) + BF(p +Qt/

+ @Bt~ (1) +w(), (19)
£0,(p(1), 1) = p" (2P (1) —p" (1 — P) 2P (1 - 0), (20)
Sslp(0), ) = FpT W0~ [T ($)9p(s)ds. @1
£04(p(1), 1) = 3% (p )-s [ § . (22)
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By using Lemma 2.2

T

p(1) ) H-M m p(1)
—xo/ (s)dsHp(s)ds < | p(1— (1)) M 294+ MMT M+ H p—p0) |- (23)
p(i—H) % T ) p(i— )

By using Lemma 2.4 the above integral terms will become

-3 [ 5 (p(9)U3(p(s))ds < — /liw § (p(s))ds) /;%) 3(p(5))ds). (24)

Moreover, one has

PP 5P} = P W{LT 98+ (1 -@)T 98 | 25)

where
G = [15(3®2l)+ﬁ+(1—c1>)(13®r) POBRT) 0 @B &7 0},

= [ (BoT) —HB®I) 00 0 0},

<= [p7) PTG 7= Flo(0) W) ([ Slp(snas)’]

[ p(1) ]
>0, (26)
)

where Rp,, G, are also defined in.
The following expression is supplied after recalling the last target to demonstrate nonattendance of the passivity
property:
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30is): =€{ [7 20" (w() —yw! (w(o) . @)
Additionally, observe that it is true for the matrices 3 and $).
—PH P <H-2P (28)
Finally, using Lemma 2.3 and equivalent transformations, combining (27) and (36), it is possible to deduce that
e{£B(p(r), ) =207 (W) —yw (w0 } < &{c" x5 | <. 29)

where (1) is defined in Equ. (33).
If we integrate the two sides of (37) with regard to ¢ across the range of O to 7, we have

2 ["ppwar} > €{ [" 2000 —ypT wiar} = —ve{ ["w@wtar). 30)

Thus, according to Definition 2.1, the ensuing synchronization of CDNs (9) is stochastically passive, concluding the
argument. O

Theorem 2 Assumption 1 true, for given scalars P, fo\, 3 and € are positive, matrices R;, & the system
(9) is stochastically passive, 3 matrices B = diag{B1, P2, ..., Po} > 0, Q = diag{Q, Q7, ..., Qo} >0, H =
diag{91, 92, ..., Ho} > 0, U = diag{il, Ly, ..., Up} > 0, matrix D = diag{D, D3, ..., Do} > 0, M and a constant
y > 0 then following LMIs holds:
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X1 X

x:= o
[ x11 BBBRD)+H-M M BP-—£6,, |
S —29H+M M+ 5 0
A 2 53 9§ 0
B¢ B¢ B¢ —eJ+ 14

X1 =2BOA)+20+(1-P)(BR[)+Q—H—eRy,,

[ p-3 P 2o P

0 0 EPBD)R )3
1= 0 0 0 0
0 0 B 0
—J 0 3 0

121 =PIRA) P+ PRTP+P(1 - @) (B R,

X2 =P/ P(1-P)(BRT)P,

X231 = —p/P(1-@)(BRT)P,

0 0
ni=| ® o928 0
MK H-2p

with

ﬁ _ m/{] +6[7;1 +61{1 +m1\1 - _
Al - 2 ’ Al -

MR, +6L

5 m/\l =a’iago(9%1), 6/\1 :diago(Gl),

it through the desired controllers can be represented as &y = B, 1Dg.
Proof. © =P R. The method of derivation approaches that used in Theorem 3.1. So it easy omitted here. O
Remark 1 Additionally, if we take into consideration the delayed CDNs in (1) without distributed time-varying
delays and 8 = J, then
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by (1) = Aby (1) +§(1, by (1)) + (1 = (1) £y by Tby, (1) + (1) LYy byyT by, (1 = (1))

+un(l) + Wn(l)v

~

by(®) =a(1), 1€[=0,0].

€2))

Then, using a similar concept to the proof of Theorem 3.2 that follows, we reach at 3.3.

Corollary 1 Under Assumption 1 holds true, the system (9) is stochastically passive considering that the given
scalars ®, &, 3, and € are positive, matrices 2|, &, if it contains matrices P = diag{®1, B2, ..., Po} > 0,
Q = diag{Qi, Qs, ..., Qo} > 0, H = diag{H1, H2, ..., Ho} > 0, U = diag{thy, b, ..., Yo} > 0, matrix D =
diag{®1, Dy, ..., Do} > 0, M and a constant y > 0 such that the resulting LMIs are true:

Xt X2
2= |
[ PPBRD)+H-IM M PG, ]
Bd —26)+9M M+ $ 0
SR 53 Q-5 0
53 53 B3 —&J

21 =2P0A)+2D+(1-P)(BR) +Q —H— Ry,

B-T X21 X22
0 @EPBRDTP )3

X2 0 0 o |
0 IZA) 0

x21 0= PIRAN)TP+ PATP+P(1-@)(BRD)TP,
x2:=oVe(1-®)(BeI) P,

X223 = — /(1 —D)(BR)TP,

—yJ oAl 0
Bio| F oW 0|
A Y H-2P
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with

. mL+el +61 +:%y,, Rl +61
Ry, = R, By =, By, =diago(R), S5, = diago(S1),
moreover, the desired gains from the controllers might be presented as &, =B, 11’),], n=12,..,0

4. Numerical example

Example 1 Consider the (1) with 4-nodes, 2-dimensional nodes. So far, one has O =4, n = 2.
Following are the parameters:

25 -0.75 -35 —4

=115 _os |"27| 25 _30 | %™

=35 —1.48
25 =39

The inner-coupling I" and the network topology B matrices are given as

02 -15 0 -2 2 0
14 —13 10 0 -2 2

The functions f(+) is

—0.5by; (1) +2anh(0.2by; (1)) +0.2by (1))

= =1,2,3,4.
b (1)) 0.95p, (1)) — tanh(0.75b, (1)) L
It is evident that f(-) is satisfied,
-03 0 -05 O
m - =
: 0 02| 0 02

The specified delays are used as @(1) = 1.95+0.05sin(10), o= 0.2, ® =0.5,3 = 0.1, £ =0.9.
So that Table 1 lists the largest permissible upper limitations of / for various ® values.
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ﬁ]z 7R2:

Table 1. Maximum allowable bounds of & with different values of @ for Example 4.1

o 0.1 0.2 0.3 0.4 0.5 0.7 0.9

Theorem 3.2 2.2220 2.7154 2.8124 2.8345 3.9212 3.9218 3.9240

The resulting controller gain matrices are

—625.8544  399.8733 —399.3295  263.8947 —399.3295  263.8947

334.1447  —223.2991 232.6038 —163.0190 = 232.6038 —163.0190

5. Conclusion

In this study, we propose a novel approach for improving passive synchronization in complex dynamical networks

(CDNs) with time-varying distributed coupling delays that occur randomly. In particular, the randomly occurring coupling
delays are modeled using a Bernoulli random variable. By developing a feedback controller and utilizing a Lyapunov-

Krasovskii functional (LKF) with integral terms, we derive synchronization criteria in the form of linear matrix inequalities

(LMIs). Finally, a numerical example is presented to demonstrate the effectiveness of the proposed solutions.
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