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1. Introduction

The new regulatory framework Solvency II [1], for all insurance companies across European Union member states, is already in force effectively from 1st of January 2016. Solvency II has adopted similar standards as Basel regulation that is in force into the banking industry and is divided into three pillars: The first pillar places all the quantitative requirements for the capital of an insurer while the second pillar deals with governance and risk management of insurers and finally the third pillar imposes the disclosure reports addressed to public and regulators.

In May 2017, all the insurance companies in Europe published their first financial reports according to the measures and guidelines imposed by Solvency II while three times more up to now in 2018, 19 and 20 have prepared such statements. These reports (encoded as SFCR-Solvency and Financial Conditions Reports) and in line with the previous measures and guidelines [2-4] were designed in order to reveal strengths and weaknesses of each insurance company. The majority of the insurers calculate the Solvency Capital Requirement (SCR) by using the Standard Formula (SF) approach all these years up today. The SF is actually a set of equations and algorithms that should be evaluated in order to calculate the amount of necessary SCR for each insurer.

Of course, the huge challenge and the great outstanding question is whether standard formula truly and adequately measures the risk within an insurance company. There is serious criticism for the SF which according to Scherer M,
et al. [5] “lacks sound economic and mathematical reasoning even minimal requirements (such as monotonicity, no arbitrage, etc.) are violated” and so the SF does not appear to be a reliable benchmark for the construction or validation of an internal model. The creation and use of internal models [6-8] may be a trustworthy alternative solution to the SF but only a few companies (these are actually amongst the largest worldwide international insurers) till today have chosen to follow this path, as it requires much technical and scientific effort.

The regulator (European Insurance Occupational Pension Authority, EIOPA) and the relevant legislative framework offer the alternative solution, before proceeding with a full or partial interval model, for the measurement of the basic risk faced by an insurer (i.e. the underwriting risk) and that is: the adoption of special distinct parameters within the application of the standard formula. These parameters are encoded as USPs-Undertaking Specific Parameters and are calculated on the basis of the own experience of an insurance company within the preceding last five or more years. The relevant framework of mathematics of USPs is determined in Delegated Act (DA) 35/2015 [9-11] that appears in the Official Journal of the European Union.

Although the calculation of USPs is a quite important topic for the whole European insurance market as it is directly related to the capital requirements of each company, there is a relevant small number of research efforts in this area [12-13]. Furthermore, there are research efforts towards the evaluation of premium and reserve risks especially in non-life business [14-16] and aggregation of risks within the Solvency II framework [17-18]. Appropriate and accurate figures of capital requirements will secure a stable and viable market that is absolutely necessary for the current turbulent economic environment.

In this paper, we question the mathematics of USPs as appear in the DA 35/2015 while also investigate the efficiency of the proposed process towards the simple calculation of the measure of standard deviation. Additionally, we substitute the basic hypothesis that appears in the text of DA 35/2015 which states that claims incurred by an insurance company are log-normally distributed on an annual basis, with other typical distributions. Furthermore, we investigate the formulas of USPs using a control engineering approach testing the output response against different input signals (premium patterns) and finally obtain generalizations and approximations with respect to other typical distributions.

The different typical input signals: spike, step, ramp and cycle, test the sensitivity of the determination algorithm and reveal the relationship with the value of the respective standard deviation. So, having established this connection between the two results, an insurer has a simple yet reliable tool for the validation of the complex algorithm of USPs’ final value.

The rest of this paper is organized as follows:

In Section 2, we shortly review the concept of underwriting risk, the calculations proposed by the SF for this risk and also the first (premium risk) method that appears in DA 35/2015 for the determination of the USPs values. In Section 3, we fully investigate the mathematical mechanism with respect to the development pattern of premiums of an insurance company and compare the numerical results with the numerical results of the typical values of standard deviation. In Section 4, we remove the basic hypothesis of the lognormal distribution for the claim experience and using an alternative option for a Pareto and Gamma distribution, we obtain the relevant formulas. In Section 5, we formulate the conclusions and some further remarks for the specific topic.

2. The underwriting risk-standard formula (SF)-USPs determination

In this section, we actually provide the general background of the problem and formulate the basis for our theoretical approach. We split the analysis into three directions:

The underwriting risk which deals with nature, definition and management options,

SF which deals with the numerical calculations of the volume of the underwriting risk and,

USPs determination which deals with the mathematical framework imposed by DA 35/2015 and aims to substitute certain parameters of the formula involved in the underwriting risk calculation.

2.1 Underwriting risk

The central component within the total risk inherited in the insurance business is the underwriting risk. Actually, that is the insurance risk. The other risks are market risk, catastrophe risk, health risk, operational risk etc.
The underwriting risk is directly related to the nature of the insurance business and can be split into two sub-risks: (a) the premium risk and (b) the reserve risk. In the next lines, we provide short definitions for them.

2.1.1 Premium risk

As quoted in IFRS 17 (the new International Financial Reporting Standard for insurance business), an insurance contract is a contract where an entity (insurer) “accepts significant insurance risk from another party (the policyholder) by agreeing to compensate the policyholder if a specified uncertain future event (the insured event) adversely affects the policyholder”.

This agreement is accompanied by an initial money transfer (premium) from the policyholder to the insurer. So, the insurer receives lots of premiums in exchange for the promise to cover uncertain future events. The premium risk is the risk borne by the insurer that the received total premiums will not be adequate to cover the total claims caused by the uncertain future events.

2.1.2 Reserve Risk

Furthermore, in the usual insurance business context, there is another risk involved, that is the reserve risk. It is quite common upon the occurrence of an uncertain event that the relevant amount of claim is not fixed and fully determinable. So, the insurer should produce estimations as regards the amount of money needed for the claim settlement. At this point, the reserve risk appears as the risk that the initially estimated amount of money (initial claim reserve) will not be adequate to cover the policyholder’s final appeal.

2.2 Standard Formula (SF) for underwriting risk

As stated before, the Solvency II framework suggests a typical mathematical framework for the calculation of all risks (if the insurer has not formed his own view) which is described as: Standard Formula (SF).

The SF approach with respect to underwriting risk recommends a relatively simple calculation. Actually, the required capital (C) for the coverage of the underwriting risk is obtained by applying a $3\sigma$ factor upon the total volume of premiums and reserves. The $\sigma$ parameter corresponds to the well-known standard deviation symbol and the coefficient of number 3 comes from the basic characteristic of the normal distribution where its mass is almost spread in the range of left and right of the relevant mean value.

Of course, the value is different for each insurance line of business. Below, we provide the full table for sigmas as regards the premium and reserve risks for each line of business (as quoted in DA 35/2015). (Table 1)

<table>
<thead>
<tr>
<th>Segment(s)</th>
<th>Standard deviation for gross premium risk of the segment</th>
<th>Standard deviation for reserve risk of the segment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Motor vehicle liability insurance and proportional reinsurance</td>
<td>10.0%</td>
</tr>
<tr>
<td>2</td>
<td>Other motor insurance and proportional reinsurance</td>
<td>8.0%</td>
</tr>
<tr>
<td>3</td>
<td>Marine, aviation and transport insurance and proportional reinsurance</td>
<td>15.0%</td>
</tr>
<tr>
<td>4</td>
<td>Fire and other damage to property insurance and proportional reinsurance</td>
<td>8.0%</td>
</tr>
<tr>
<td>5</td>
<td>General liability insurance and proportional reinsurance</td>
<td>14.0%</td>
</tr>
<tr>
<td>6</td>
<td>Credit and suretyship insurance and proportional reinsurance</td>
<td>12.0%</td>
</tr>
<tr>
<td>7</td>
<td>Legal expenses insurance and proportional reinsurance</td>
<td>7.0%</td>
</tr>
<tr>
<td>8</td>
<td>Assistance insurance and proportional reinsurance</td>
<td>9.0%</td>
</tr>
<tr>
<td>9</td>
<td>Miscellaneous financial loss insurance and proportional reinsurance</td>
<td>13.0%</td>
</tr>
<tr>
<td>10</td>
<td>Non-proportional casualty reinsurance</td>
<td>17.0%</td>
</tr>
<tr>
<td>11</td>
<td>Non-proportional marine, aviation and transport reinsurance</td>
<td>17.0%</td>
</tr>
<tr>
<td>12</td>
<td>Non-proportional property reinsurance</td>
<td>17.0%</td>
</tr>
</tbody>
</table>
2.3 USPs determination procedure

The framework imposed by DA 35/2015 describes the mechanism in order to replace the figures in Table 1 and find the specific parameters for each insurance company. First of all, the framework demands that all the input data should fulfill certain criteria of sufficiency, completeness and accuracy.

Additionally, the framework requires a minimum number of five years as the basis for the relevant calculations incorporating credibility factors where they are escalated from the lower credibility factor of 34% up to the higher one of 100%. The relevant table is provided below.

| Table 2. (Credibility factors) as quoted in DA 35/2015 |
|---------------------------------|---|---|---|---|---|---|---|---|---|---|---|
| Time length (years) | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | ≥ 15 |
| Factor c (LoB 1, 5, 6) | 34% | 43% | 51% | 59% | 67% | 74% | 81% | 87% | 92% | 96% | 100% |
| Factor c (LoB 2-4, 7-12) | 34% | 51% | 67% | 81% | 92% | 100% | 100% | 100% | 100% | 100% | 100% |

Then, the framework presents three mathematical methods for the USPs determination or the calculation (and substitution) of sigma values in Table 1.

In this paper, we investigate only the first basic method which is applicable both for the premium and the reserve risk. We quote here the basic assumption underlying the method as appears in DA 35/2015.

i. Expected aggregated losses in a particular segment and accident year are linearly proportional in premiums earned in a particular accident year, i.e. the company has a constant expected loss ratio (i.e. does not allow for premium changes),

ii. The variance of aggregated losses in a particular segment and accident year is quadratic in premiums earned in a particular accident year,

iii. Aggregated losses follow a log normal distribution,

iv. Maximum likelihood estimation is appropriate.

So, the new sigma value is obtained as a weighted average using the credibility factors of Table 2 according to the specific line of business (refer to [19] for justification).

\[
\sigma_{(\text{prem}, s, \text{USP})} = c \sigma(\hat{\delta}, \gamma) T^{1+1/T - 1} + (1-c)\sigma_{(\text{prem}, s)}
\]

where

- \( s \): the reporting line of business
- \( c \): the credibility factor referring to Table 2
- \( \delta \): mixing parameter
- \( \gamma \): logarithmic variation coefficient
- \( \sigma_{(\text{prem}, s)} \): the standard deviation described in Table 1 for each line of business.

\[
\hat{\sigma}(\gamma, \hat{\delta}) = \exp \left( \frac{1}{2} T + \sum_{t=1}^{T} \pi_i \left( \gamma, \hat{\delta} \right) \ln \left( \frac{Y_t}{X_t} \right) \right) \left( \frac{Y_t}{X_t} \right)
\]

where

- \( X_t \): represents the premiums earned within the year \( t \)
- \( Y_t \): represents the ultimate claims within the year \( t \)
\[ \pi_i(\gamma, \delta) = \frac{1}{\ln \left[ 1 + (1 - \delta) \frac{\bar{X}}{X_i} + \delta \sigma^2 \right]} \] (3)

\[ \bar{X} = \frac{1}{T} \sum_{i=1}^{T} X_i \] (4)

The mixing parameter \( \hat{\delta} \) and the logarithmic variation coefficient \( \hat{\gamma} \) is obtained via the minimization of the following objective function (with respect to \( \gamma \) and \( \delta \)), subject to the constraint that the mixing parameter \( \hat{\delta} \) should not be less than zero or more than the unity i.e. \( 0 \leq \hat{\delta} \leq 1 \).

\[ \sum_{i=1}^{T} \pi_i(\gamma, \delta) \left[ \ln \left( \frac{Y_i}{X_i} \right) + \frac{1}{2 \pi_i(\gamma, \delta)} + \hat{\gamma} - \ln \left( \sigma(\gamma, \delta) \right) \right]^2 - \sum_{i=1}^{T} \ln \left( \pi_i(\gamma, \delta) \right) \] (5)

3. Numerical investigation of the standard mathematical formula of USPs

In this section, we carry out a full numerical investigation with respect to standard mathematical formulas of USPs (appearing in DA 35/2015) as described at the end of previous section. We assume an insurance company and consider the Motor Vehicle Liability line of business. Furthermore, we simulate numerical values for aggregate losses from a family of lognormal distributions assuming a constant loss ratio of 90%. We should stress that the absolute value of loss ratio does not affect the whole analysis. Then, we consider a set of different patterns for the time development of the volume of premiums and calculate the sigma value of USPs against the typical value of the standard deviation of the loss ratio. We use a time period of 16 years (> 15 years) in order to obtain full credibility with respect to our data experience. The different patterns for the time development of the volume of premiums (in millions of €) are presented in Table 3.

All the patterns below are typical input signals (Table 3) used by control engineers to investigate the behavioral response of a mechanism. Figure 1 may facilitate our view on the four typical signals (constant, ramp, spike, step and cycle).

![Figure 1. Geometric Patterns of the basic input signals (spike, step, ramp, cycle)]
Table 3. Input signals

<table>
<thead>
<tr>
<th>S/N</th>
<th>Name</th>
<th>Description of the pattern</th>
<th>Numerical values of Premiums (P₁, P₂, P₃, ...)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant</td>
<td>Constant volume of premium for the whole time period</td>
<td>100, 100, 100, ...</td>
</tr>
<tr>
<td>2.a</td>
<td>Low increase</td>
<td>Constant annual premium increase of 2%</td>
<td>100, 102, 104, ...</td>
</tr>
<tr>
<td>2.b</td>
<td>Medium increase</td>
<td>Constant annual premium increase of 7%</td>
<td>100, 107, 114, ...</td>
</tr>
<tr>
<td>2.c</td>
<td>High increase</td>
<td>Constant annual premium increase of 20%</td>
<td>100, 120, 144, ...</td>
</tr>
<tr>
<td>2.d</td>
<td>Low decrease</td>
<td>Constant annual premium decrease of 2%</td>
<td>100, 98, 96, ...</td>
</tr>
<tr>
<td>2.e</td>
<td>Medium decrease</td>
<td>Constant annual premium decrease of 7%</td>
<td>100, 93, 86, ...</td>
</tr>
<tr>
<td>2.f</td>
<td>High decrease</td>
<td>Constant annual premium decrease of 20%</td>
<td>100, 80, 64, ...</td>
</tr>
<tr>
<td>3.a</td>
<td>Up-High</td>
<td>Constant volume of premium apart a special year with a high increase</td>
<td>100, 100, ..., 100, 150, 100, ..., 100</td>
</tr>
<tr>
<td>3.b</td>
<td>Up-Low</td>
<td>Constant volume of premium apart a special year with a low increase</td>
<td>100, 100, ..., 100, 110, 100, ..., 100</td>
</tr>
<tr>
<td>3.c</td>
<td>Down-High</td>
<td>Constant volume of premium apart a special year with a high decrease</td>
<td>100, 100, ..., 100, 50, 100, ..., 100</td>
</tr>
<tr>
<td>3.d</td>
<td>Down-Low</td>
<td>Constant volume of premium apart a special year with a low decrease</td>
<td>100, 100, ..., 100, 90, 100, ..., 100</td>
</tr>
<tr>
<td>4.a</td>
<td>Up-Low</td>
<td>Constant volume of premium up to the middle and a steady low (2%) increase thereafter</td>
<td>100, 100, ..., 102, 102, 102, ..., 102</td>
</tr>
<tr>
<td>4.b</td>
<td>Up-Medium</td>
<td>Constant volume of premium up to the middle and a steady Medium (7%) increase thereafter</td>
<td>100, 100, ..., 100, 107, 107, ..., 107</td>
</tr>
<tr>
<td>4.c</td>
<td>Up-High</td>
<td>Constant volume of premium up to the middle and a steady high (20%) increase thereafter</td>
<td>100, 100, ..., 100, 120, 120, ..., 120</td>
</tr>
<tr>
<td>4.d</td>
<td>Up-Extreme</td>
<td>Constant volume of premium up to the middle and a steady extreme (50%) increase thereafter</td>
<td>100, 100, ..., 100, 150, 150, ..., 150</td>
</tr>
<tr>
<td>4.e</td>
<td>Down-Low</td>
<td>Constant volume of premium up to the middle and a steady low (2%) decrease thereafter</td>
<td>100, 100, ..., 100, 98, 98, ..., 98</td>
</tr>
<tr>
<td>4.f</td>
<td>Down-Medium</td>
<td>Constant volume of premium up to the middle and a steady medium (7%) decrease thereafter</td>
<td>100, 100, ..., 100, 93, 93, ..., 93</td>
</tr>
<tr>
<td>4.g</td>
<td>Down-High</td>
<td>Constant volume of premium up to the middle and a steady high (20%) decrease thereafter</td>
<td>100, 100, ..., 100, 80, 80, ..., 80</td>
</tr>
<tr>
<td>4.h</td>
<td>Down-Extreme</td>
<td>Constant volume of premium up to the middle and a steady extreme (50%) decrease thereafter</td>
<td>100, 100, ..., 100, 50, 50, ..., 50</td>
</tr>
<tr>
<td>5.a</td>
<td>Low-Long</td>
<td>Variable volume of premium exhibiting low (± 2 mil €/per year) oscillations within long (16-years) time periods</td>
<td>100, 102, 104, 106, 108, 106, 104, 102, 100, 98, 96, 94, 96, 98, 100</td>
</tr>
<tr>
<td>5.b</td>
<td>Medium-Long</td>
<td>Variable volume of premium exhibiting low (± 7 mil €/per year) oscillations within long (16-years) time periods</td>
<td>100, 107, 114, 121, 128, 121, 114, 107, 100, 93, 86, 79, 86, 93, 100</td>
</tr>
<tr>
<td>5.c</td>
<td>High-Long</td>
<td>Variable volume of premium exhibiting low (± 20 mil €/per year) oscillations within long (16-years) time periods</td>
<td>100, 120, 140, 160, 180, 160, 140, 120, 100, 80, 60, 40, 60, 80, 100</td>
</tr>
<tr>
<td>5.d</td>
<td>Low-Short</td>
<td>Variable volume of premium exhibiting low (± 2 mil €/per year) oscillations within short (8-years) time periods</td>
<td>100, 102, 104, 102, 100, 98, 96, 98, 100, 102, 104, 102, 100, 98, 96, 98, 100</td>
</tr>
<tr>
<td>5.e</td>
<td>Medium-Short</td>
<td>Variable volume of premium exhibiting low (± 7 mil €/per year) oscillations within short (8-years) time periods</td>
<td>100, 107, 114, 107, 100, 93, 86, 93, 100, 107, 114, 107, 100, 93, 86, 93, 100</td>
</tr>
<tr>
<td>5.f</td>
<td>High-Short</td>
<td>Variable volume of premium exhibiting low (± 20 mil €/per year) oscillations within short (8-years) time periods</td>
<td>100, 120, 140, 120, 100, 80, 60, 80, 100, 120, 140, 120, 100, 80, 60, 80, 100</td>
</tr>
</tbody>
</table>

We use a series of simulations for aggregate losses that exhibit a standard deviation value of 7.90% for the loss ratio. The results of our simulations are presented in Table 4 and should be compared with the value of 7.90% (standard deviation of loss ratio).

Furthermore, we enhance our analysis with respect to the difference of standard deviation and USPs calculated deviation value when we have a step pattern for the time development of the volume of premium. We ran the model for many different values of increasing or decreasing and we obtain the Table 5 and Figure 2.
### Table 4. Results of USPs for different input signals

<table>
<thead>
<tr>
<th>Numbering</th>
<th>USPs calculated sigma value</th>
<th>Difference (%) of USPs from the standard deviation value (7.90%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>8.25%</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>8.25%</td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>8.25%</td>
</tr>
<tr>
<td>2</td>
<td>c</td>
<td>8.25%</td>
</tr>
<tr>
<td>2</td>
<td>d</td>
<td>8.10%</td>
</tr>
<tr>
<td>2</td>
<td>e</td>
<td>7.65%</td>
</tr>
<tr>
<td>2</td>
<td>f</td>
<td>6.96%</td>
</tr>
<tr>
<td>3</td>
<td>a</td>
<td>8.25%</td>
</tr>
<tr>
<td>3</td>
<td>b</td>
<td>8.21%</td>
</tr>
<tr>
<td>3</td>
<td>c</td>
<td>8.06%</td>
</tr>
<tr>
<td>3</td>
<td>d</td>
<td>8.25%</td>
</tr>
<tr>
<td>4</td>
<td>a</td>
<td>8.25%</td>
</tr>
<tr>
<td>4</td>
<td>b</td>
<td>8.25%</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>8.25%</td>
</tr>
<tr>
<td>4</td>
<td>d</td>
<td>8.25%</td>
</tr>
<tr>
<td>4</td>
<td>e</td>
<td>8.23%</td>
</tr>
<tr>
<td>4</td>
<td>f</td>
<td>8.17%</td>
</tr>
<tr>
<td>4</td>
<td>g</td>
<td>8.00%</td>
</tr>
<tr>
<td>4</td>
<td>h</td>
<td>7.43%</td>
</tr>
<tr>
<td>5</td>
<td>a</td>
<td>8.21%</td>
</tr>
<tr>
<td>5</td>
<td>b</td>
<td>8.10%</td>
</tr>
<tr>
<td>5</td>
<td>c</td>
<td>7.86%</td>
</tr>
<tr>
<td>5</td>
<td>d</td>
<td>8.25%</td>
</tr>
<tr>
<td>5</td>
<td>e</td>
<td>8.25%</td>
</tr>
<tr>
<td>5</td>
<td>f</td>
<td>8.25%</td>
</tr>
</tbody>
</table>

### Table 5. Results of USPs for the step signal

<table>
<thead>
<tr>
<th>Numbering</th>
<th>Step increase (decrease)</th>
<th>USPs calculated sigma value</th>
<th>Difference (%) of USPs from the standard deviation value (7.90%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>2</td>
<td>90%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>3</td>
<td>70%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>4</td>
<td>70%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>5</td>
<td>60%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>6</td>
<td>50%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>7</td>
<td>40%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>8</td>
<td>30%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>9</td>
<td>20%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>10</td>
<td>10%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>11</td>
<td>0%</td>
<td>8.25%</td>
<td>4.4%</td>
</tr>
<tr>
<td>12</td>
<td>-10%</td>
<td>8.14%</td>
<td>3.0%</td>
</tr>
<tr>
<td>13</td>
<td>-20%</td>
<td>8.00%</td>
<td>1.3%</td>
</tr>
<tr>
<td>14</td>
<td>-30%</td>
<td>7.84%</td>
<td>-0.8%</td>
</tr>
<tr>
<td>15</td>
<td>-40%</td>
<td>7.65%</td>
<td>-3.2%</td>
</tr>
<tr>
<td>16</td>
<td>-50%</td>
<td>7.43%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>17</td>
<td>-60%</td>
<td>7.15%</td>
<td>-9.5%</td>
</tr>
<tr>
<td>18</td>
<td>-70%</td>
<td>6.80%</td>
<td>-13.9%</td>
</tr>
<tr>
<td>19</td>
<td>-80%</td>
<td>6.39%</td>
<td>-19.1%</td>
</tr>
<tr>
<td>20</td>
<td>-90%</td>
<td>5.87%</td>
<td>-25.7%</td>
</tr>
<tr>
<td>21</td>
<td>99%</td>
<td>5.22%</td>
<td>-33.9%</td>
</tr>
</tbody>
</table>
It is obvious from Table 4 and 5 while also from Figure 2 that:

(a) Normally (typical patterns for the time development of premiums) the USPs sigma value marginally differs (±10%) from the typical value of the well-known standard deviation of the loss ratio.

(b) Even for the extreme case of large step decrease the difference of sigma values (USPs and standard deviation) equals 33.9%.

(c) The USPs mechanism pays no attention (no sensitivity) when we have increased patterns for the time development of premiums.

4. Calculation of USPs objective functions for three different distributions

In this section, we fully investigate the relevant mathematics of the formula of USPs. Firstly, we provide a typical mathematical proof for the formula that appears in DA 35/2015. Then, we relax the basic hypothesis for a lognormal distribution with respect to claim experience (firstly we assume Pareto and then a Gamma distribution) and produce other formulas very useful for the insurance companies. Before going into the specific cases for each claim distribution, we provide the overall framework of assumptions and notation.

Generally speaking, insurance companies receive premiums and payback claims to the policyholders. The time development of the premium pattern and the loss ratio are quite critical for each company. (Typically the loss ratio is defined as the ratio of ultimate claims over the earned premiums). We adapt the following notions:

\[ X_t: \text{premiums earned in year } t \]

\[ Y_t: \text{ultimate claims in year } t \]

Furthermore, we assume that claims expectation is linearly related to premiums over time while claims variation is both linearly and quadratic related to premiums (this is normally excused assuming a compound Poisson process for the claim experience). So,

\[ E(Y_t) = \beta X_t \]  

\[ Var(Y_t) = \sigma^2 \left[(1-\delta)XX_t + \delta X_t^2 \right] \]

where

\[ \sigma^2: \text{represents the total variability of claim experience produced from premium variation \left( \sigma_1^2 \right) and loss ratio variation \left( \sigma_2^2 \right) i.e.} \]

\[ \sigma^2 = \sigma_1^2 + \sigma_2^2 \]

\[ \delta: \text{is the mixing parameter for the linear part and the quadratic part of the claim experience and is defined as} \]
follows

\[ \delta = \left( \frac{\sigma^2}{\sigma} \right)^2 \]  

(9)

hence \( \delta \in [0, 1] \).

\( T \): is the total time period

\[ \bar{X} = \frac{1}{T} \sum_{t=1}^{T} X_t \]  

(10)

We proceed with the derivation of the USPs by plugging three different claim distributions as inputs in the relevant formulas.

### 4.1 The lognormal distribution

Assuming a lognormal distribution for the claim experience i.e.

\[ Y_t \sim LN(\mu, \psi) \]  

with density function

\[ f(y) = \frac{1}{y\sqrt{2\pi\psi}} e^{-\frac{(\ln(y) - \mu)^2}{2\psi^2}} \quad y \in (-\infty, +\infty), \quad \psi > 0, \quad y > 0 \]  

(11)

and using equations (6) and (7), we have the following equations with respect to claims expectation and variability.

\[ E(Y_t) = e^{\mu + \frac{\psi}{2}} = \beta X_t \]  

(12)

\[ Var(Y_t) = e^{2\mu + \psi} \left[ e^{\psi} - 1 \right] = \sigma^2 \left[ (1 - \delta) \bar{X} + \delta X_t^2 \right] \]  

(13)

So, we obtain a system of two equations with two unknown variables. We solve the system of equations (12) and (13) and obtain the solution for \( \mu \) (the mean value) and \( \psi \) (the variability value). i.e.

\[ \mu = \ln(\beta X_t) - \frac{1}{2\pi_t} \]  

(14)

\[ \psi = \frac{1}{\pi_t} \]  

(15)

where

\[ \pi_t^{-1} = \ln \left[ 1 + \frac{\sigma^2}{\beta^2} \left( 1 - \delta \right) \frac{\bar{X}}{X_t} + \delta \right] \]  

(16)

In order to facilitate our calculations, we use the following transformation

\[ V_t = \ln(Y_t) - \mu \sim N(0, \psi) \]  

(17)
or equivalently using equation (14)

\[ V' = \ln(Y_j) - \ln(\beta X_j) - \frac{1}{2\pi_i} \Rightarrow V' = \ln\left(\frac{Y_j}{X_j}\right) - \ln(\beta) + \frac{1}{2\pi_i} \quad (18) \]

Since \( Y \) follows a lognormal distribution the \( V \) parameter follows a normal distribution with zero mean value. So the density function of the new variable \( V \) is

\[ f_V(V) = \frac{1}{\sqrt{2\pi\psi}} e^{-\frac{1}{2}\psi^2} \quad (19) \]

Now, we calculate the likelihood for the total period \([0, T]\) using equation (19)

\[ L = \prod_{i=1}^{T} f_V(V_t) = \prod_{i=1}^{T} \left[ \frac{1}{\sqrt{2\pi\psi}} e^{-\frac{1}{2}\psi^2} \right] \quad (20) \]

We proceed with the maximization of the log-likelihood of equation (20) i.e.

\[ l = \ln(L) = \ln \left[ \left(\sqrt{2\pi}\right)^T \prod_{i=1}^{T} \pi_i \right]^\frac{1}{2} e^{-\frac{1}{2}\sum_{i=1}^{T} \pi_i V_i^2} \]

We should then minimize the equivalent quantity

\[ l' = \sum_{i=1}^{T} \pi_i V_i^2 - \sum_{i=1}^{T} \ln \pi_i \quad (21) \]

Substituting also

\[ \frac{\sigma^2}{\beta^2} = e^{\gamma} \Rightarrow \ln \sigma = \gamma + \ln \beta \]

into equation (21) we obtain

\[ l'(\beta, \gamma, \delta) = \sum_{i=1}^{T} \pi_i (\gamma, \delta) \left[ \ln \left(\frac{Y_i}{X_i}\right) + \frac{1}{2\pi_i (\gamma, \delta)} - \ln \beta \right] - \sum_{i=1}^{T} \ln \pi_i (\gamma, \delta) \quad (23) \]

We freeze variables \( \gamma \) and \( \delta \) and try to minimize \( l'(\beta, \gamma, \delta) \) with respect to variable \( \beta \). We differentiate \( l'(\beta) = l'(\beta, \gamma, \delta) \) with respect to variable \( \beta \) and equating with zero in order to obtain potential minimum. Equivalently, we may assume that \( l'(\ln \beta) = l'(\beta) \) and minimize with respect to \( \ln \beta \), so

\[ \frac{dl'(\ln \beta)}{d\ln \beta} = 0 \Rightarrow \sum_{i=1}^{T} \pi_i (\gamma, \delta) \ln \left(\frac{Y_i}{X_i}\right) + \frac{T}{2} - \ln \beta \sum_{i=1}^{T} \pi_i (\gamma, \delta) = 0 \Rightarrow \ln \beta = \frac{\frac{T}{2} + \sum_{i=1}^{T} \pi_i (\gamma, \delta) \ln \left(\frac{Y_i}{X_i}\right)}{\sum_{i=1}^{T} \pi_i (\gamma, \delta)} \quad (24) \]
Now using equation (22) and substituting in equation (23) given also equation (24), we obtain the formula described in DA 35/2015 as appears at the end of Section 2. We have to minimize (with numerical methods) the objective function.

\[
\sum_{i=1}^{T} \pi_i(\hat{\gamma}, \hat{\delta}) \left[ \ln \left( \frac{Y_i}{X_i} \right) + \frac{1}{2\pi_i(\hat{\gamma}, \hat{\delta})} + \hat{\gamma} - \ln \left( \sigma(\hat{\gamma}, \hat{\delta}) \right) \right]^2 - \sum_{i=1}^{T} \ln \left[ \pi_i(\hat{\gamma}, \hat{\delta}) \right]
\]  

(25)

### 4.2 The Pareto distribution

Assuming a Pareto distribution for the claim experience

\[ Y_i \sim \text{Par}(\mu, \psi) \] with density function

\[ f(y) = \mu \psi^n (y + \psi)^{\mu + 1} \quad \mu, \psi > 0, \quad y > 0 \]  

(26)

Where \( \mu \) is the shape parameter while \( \psi \) is the scale parameter (refer to [20] for more details) and using equation (6) and (7), we have the following equation with respect to claims expectation and variability.

\[ E(Y_i) = \frac{\psi}{\mu-1} = \beta X_i \]  

(27)

\[ \text{Var}(Y_i) = \frac{\mu \psi^2}{(\mu-1)(\mu-2)} \sigma^2 \left[ (1-\delta) \bar{X}_i + \delta X_i^2 \right] \]  

(28)

So, we obtain a system of two equations with two unknown variables. We solve the system of equations (27) & (28) and obtain the solution for \( \mu \) and \( \psi \) parameters.

We solve equation (27) with respect to \( \psi \).

\[ \psi = \beta X_i (\mu - 1) \]  

(29)

and plug this into equation (28) and obtain

\[ \frac{\mu}{\mu-2} = \frac{\sigma^2}{\beta^2} \left[ (1-\delta) \bar{X}_i + \delta X_i^2 \right] \]  

(30)

Similarly with the lognormal distribution, we denote

\[ \pi^* = \frac{\sigma^2}{\beta^2} \left[ (1-\beta) \sqrt{\bar{X}_i} + \delta \right] \]  

(31)

Hence, we obtain the solution of the system (equation (27) and (28)) as

\[ \mu = \frac{2\pi^*}{\pi^* - 1} \]  

(32)

\[ \psi = \beta X_i \left( \frac{\pi^* + 1}{\pi^* - 1} \right) \]  

(33)
In order to facilitate our calculations, we shall use a certain transformation for the Pareto distribution. For this purpose we shall present the following lemma.

Lemma (6): Let a $Y$ Pareto ($\mu, \psi$) random variable (as defined in equation (26)). We define the transformed random variable $Z = g(Y)$ as

$$Z = \ln\left(\frac{\psi + Y}{\psi}\right)$$  \hspace{1cm} (34)

Then the $Z$ random variable is an exponentially distributed random variable with parameter $\mu$ with density function

$$f_z(z) = \mu e^{-\mu z}$$  \hspace{1cm} (35)

**Proof.** The equation (34) is a 1-1 transformation, so we may obtain the inverse one i.e.

$$Y = g^{-1}(z) = \psi e^z - \psi$$  \hspace{1cm} (36)

and the relevant Jacobian

$$\frac{dY}{dZ} = \psi e^z$$  \hspace{1cm} (37)

Then using the standard transformation formula for the probability density function we obtain

$$f_z(z) = f_y\left(g^{-1}(z)\right)\left|\frac{dY}{dZ}\right|$$

$$f_z(z) = \mu \psi^\mu (\psi e^z)^{-(\mu+1)} \psi e^z$$  \hspace{1cm} (38)

or equivalently

$$f_z(z) = \mu e^{-\mu z}$$  \hspace{1cm} (39)

Now we use the following transformation

$$V_t = \ln\left(\frac{\psi + Y_t}{\psi}\right) \sim \exp(\mu)$$  \hspace{1cm} (40)

or equivalently using equation (33)

$$V_t = \ln(\psi + Y_t) - \ln(\psi) = \ln(\psi + Y_t) - \ln\left(\beta X_t \frac{\pi^*_t + 1}{\pi^*_t - 1}\right)$$

$$V_t = \ln\left(\beta \frac{\pi^*_t + 1}{\pi^*_t - 1} + \frac{Y_t}{X_t}\right) - \ln\left(\frac{\pi^*_t + 1}{\pi^*_t - 1}\right) - \ln\beta$$  \hspace{1cm} (41)

Since $V_t$ follows an exponential distribution, we derive the relevant density function
So the relevant likelihood for the total period $[0, T]$ is defined as

$$L = \prod_{t=1}^{T} f_{V_t}(V_t) = \prod_{t=1}^{T} \left[ \frac{2 \pi_t^*}{\pi_t^* - 1} e^{-\frac{2 \pi_t^*}{\pi_t^* - 1}} \right]$$

$$= 2^T \left[ \prod_{t=1}^{T} \frac{\pi_t^* - 1}{\pi_t^*} \right] e^{-2 \sum_{t=1}^{T} \frac{\pi_t^*}{\pi_t^* - 1} V_t}$$

(43)

We proceed with the maximization of the log-likelihood of equation (43)

$$l = \ln(L) = \ln(2^T) + \ln \prod_{t=1}^{T} \frac{\pi_t^*}{\pi_t^* - 1} + \ln \left[ e^{-2 \sum_{t=1}^{T} \frac{\pi_t^*}{\pi_t^* - 1} V_t} \right]$$

we should then minimize the equivalent quantity

$$l' = 2 \sum_{t=1}^{T} \frac{\pi_t^*}{\pi_t^* - 1} V_t + \sum_{t=1}^{T} \ln \frac{\pi_t^* - 1}{\pi_t^*}$$

(44)

Substituting also

$$\frac{\sigma^2}{\beta^2} = e^{2\gamma} \Rightarrow ln\sigma = \gamma + \ln\beta$$

(45)

into equation (44) we obtain

$$l'(\beta, \gamma, \delta) = 2 \sum_{t=1}^{T} \frac{\pi_t^*(\gamma, \delta)}{\pi_t^*(\gamma, \delta) - 1} \left[ \ln \left( \beta \frac{\pi_t^*(\gamma, \delta) + 1}{\pi_t^*(\gamma, \delta) - 1} + \frac{Y_t}{X_t} \right) - \ln \left( \frac{\pi_t^*(\gamma, \delta) + 1}{\pi_t^*(\gamma, \delta) - 1} \right) - \ln\beta \right] + \sum_{t=1}^{T} \ln \frac{\pi_t^*(\gamma, \delta) - 1}{\pi_t^*(\gamma, \delta)}$$

or equivalently

$$l'(\beta, \gamma, \delta) = 2 \sum_{t=1}^{T} \frac{\pi_t^*(\gamma, \delta)}{\pi_t^*(\gamma, \delta) - 1} \left[ \ln \left( 1 + \frac{\pi_t^*(\gamma, \delta) - 1}{\beta[\pi_t^*(\gamma, \delta) + 1]} \frac{Y_t}{X_t} \right) \right] + \sum_{t=1}^{T} \ln \frac{\pi_t^*(\gamma, \delta) - 1}{\pi_t^*(\gamma, \delta)}$$

(46)

that we have to minimize it by numerical methods with respect to variables $\beta, \gamma$ and $\delta$ under the constraints

$$\pi_t^*(\gamma, \delta) = e^{2\gamma} \left[ (1 - \delta) \frac{\bar{Y}}{X_t} + \delta \right]$$

and then the $\sigma$ value will be obtained from equation (45) i.e.

$$\hat{\sigma} = e^{\ast + \ln\hat{\beta}}$$

(47)
4.3 The Gamma distribution

Assuming a Gamma distribution for the claim experience

\[ Y_i \sim \text{Gamma} \left( \mu, \psi \right) \]

with density function

\[ f(y) = \frac{\psi^\mu}{\Gamma(\mu)} y^{\mu-1} e^{-\psi y}, \quad \mu, \psi > 0, \quad y > 0 \]  

(48)

and using equations (6) and (7) we have the following equations with respect to claims expectation and variability

\[ E(Y_i) = \frac{\mu}{\psi} = \beta X_i \]  

(49)

\[ \text{Var}(Y_i) = \frac{\mu}{\psi^2} \sigma^2 \left[ (1-\delta)X_i + \delta X_i^2 \right] \]  

(50)

So, we solve the system above and obtain

\[ \psi = \frac{\beta}{\sigma^2 \left[ (1-\delta)X_i + \delta X_i^2 \right]} \]  

(51)

while

\[ \mu = \frac{\beta X_i}{\sigma^2 \left[ (1-\delta)X_i + \delta X_i^2 \right]} = \frac{1}{\sigma^2 \left[ (1-\delta)X_i + \delta X_i^2 \right]} \]  

(52)

Hence, we derive

\[ \mu = \pi_i^{-1} \quad \text{and} \quad \psi = \frac{1}{\beta X_i \pi_i} \]  

(53)

where

\[ \pi_i = \frac{\sigma^2}{\beta^2} \left[ (1-\delta)X_i + \delta X_i^2 \right] \]  

(54)

Now, we shall proceed with the calculation of the maximum likelihood without using any transformation

\[ L = \prod_{i=1}^{T} f_{Y_i}(y_i) = \prod_{i=1}^{T} \frac{\psi^\mu}{\Gamma(\mu)} y_i^{\mu-1} e^{-\psi y_i} \]

Substituting the values of \( \mu \) and \( \psi \) from equations (53) and (54) we obtain

\[ L = \prod_{i=1}^{T} \frac{1}{(\beta X_i \pi_i) \Gamma(\pi_i^{-1})} y_i^{\pi_i^{-1}-1} e^{-\frac{y_i}{\beta X_i \pi_i}} \]
or equivalently

\[
L = \prod_{i=1}^{T} \frac{1}{\gamma_i} \left( \frac{x_i^2}{y_i} \right)^{\gamma_i/2} e^{-\sum_{i=1}^{T} \frac{y_i}{\beta X_i \pi_i^*}}
\]

then we maximize the logarithm of \(L\).

\[
l = \ln(L) = \sum_{i=1}^{T} \ln \left( \frac{Y_i}{\Gamma(\pi_i^*)^{1/2}} \beta X_i \pi_i^* \right) - \sum_{i=1}^{T} \left( \frac{Y_i}{X_i} \right) \frac{1}{\beta \pi_i^*}
\]

Substituting also

\[
\frac{\sigma^2}{\beta^2} = e^{2\gamma} \Rightarrow \ln \sigma = \gamma + \ln \beta
\]

into equation (55) and changing the signs we obtain

\[
l'(\beta, \gamma, \delta) = \sum_{i=1}^{T} \frac{Y_i}{X_i} \sum_{i=1}^{T} \beta \pi_i^*(\gamma, \delta) \sum_{i=1}^{T} \ln Y_i + \ln \Gamma(\pi_i^*) + \frac{\ln(\beta \pi_i^*)}{\pi_i^*(\gamma, \delta)} - \sum_{i=1}^{T} \frac{Y_i}{X_i} \pi_i^*(\gamma, \delta)
\]

that we have to minimize it by numerical methods with respect to variables \(\beta, \gamma\) and \(\delta\) where

\[
\pi_i^*(\gamma, \delta) = e^{2\gamma} \left(1 - \delta\right) \frac{X_i}{X} + \delta \quad \text{and} \quad X = \frac{1}{T} \sum_{i=1}^{T} X_i
\]

and then the \(\sigma\) value will be obtained from equation (56) i.e.

\[
\hat{\sigma} = e^{\gamma + \ln \beta}
\]

4.4 An approximation for the Gamma distribution

In this subsection, we provide an approximation for the minimization of the objective function under the Gamma case. If we assume a (more or less) constant pattern for the time development of premiums then we obtain that each annual year volume of premiums will equal to the mean value i.e.

\[
X_i \equiv \bar{X}
\]

then equation (31) may be written as

\[
\pi_i^* \equiv \frac{\sigma^2}{\beta^2} \left[(1 - \delta) \left(1 + \delta\right)\right]
\]

Furthermore, if we assume a line of business (LoB) with marginal (or zero) profits, then \(\beta\) equals to unity (and consequently \(\ln \beta \equiv 0\)).

Hence, the final approximation is the following
\[ \pi^* = \sigma^2 \] (61)

We obtain the approximation for the Gamma case and the respective function (57)

\[
l'_0(\sigma^2) = \sum_{i=1}^{T} X_i + \sum_{i=1}^{T} \left[ \ln Y_i + \ln(\Gamma(\frac{1}{\sigma^2})) + \frac{\ln(\sigma^2)}{\sigma^2} - \frac{1}{\sigma^2} \sum_{i=1}^{T} \ln Y_i \right]
\]

\[
= \frac{1}{\sigma^2} \sum_{i=1}^{T} \left( \frac{Y_i}{X_i} \right) + \sum_{i=1}^{T} \ln(Y_i) + T\ln(\Gamma(\frac{1}{\sigma^2})) + \frac{1}{\sigma^2} \sum_{i=1}^{T} \ln(\sigma^2) - \frac{1}{\sigma^2} \sum_{i=1}^{T} \ln Y_i
\]

We substitute \( 1 + \xi = \frac{1}{\sigma^2} \) (62) and use Stirling’s approximation

\[ \ln n! = \ln \Gamma(n + 1) \approx n \ln n - n + O(n) \] (63)

So, we obtain

\[
l'_0(\xi) = (1 + \xi) \left[ \sum_{i=1}^{T} \left( -\ln(1 + \xi) - \ln(Y_i) \right) \right] + T\ln(1 + \xi)
\]

\[
= (1 + \xi) \sum_{i=1}^{T} \left( -\ln Y_i \right) - (1 + \xi) T\ln(1 + \xi) + T[\xi \ln - \xi]
\]

We differentiate the last expression with respect to the parameter and obtain

\[
\frac{d l'_0(\xi)}{d \xi} = \sum_{i=1}^{T} \left[ \frac{Y_i}{X_i} - \ln Y_i \right] + T\ln \xi - T(1 + \ln(1 + \xi)) \] (64)

Equating the last equation with zero, we obtain

\[
\ln \left( \frac{1 + \xi}{\xi} \right) = \ln(1 + \xi) - \ln \xi = \frac{1}{T} \sum_{i=1}^{T} \left[ \frac{Y_i}{X_i} - \ln Y_i \right] - 1
\]

Or equivalently

\[
\frac{1 + \xi}{\xi} = e^{\frac{1}{T} \sum_{i=1}^{T} \left( \frac{Y_i}{X_i} - \ln Y_i \right)} \] (65)

And using equation (62), we obtain the estimation for the \( \sigma \) value

\[
\hat{\sigma}_G = \sqrt[1-e^{-\frac{1}{T} \sum_{i=1}^{T} \left( \frac{Y_i}{X_i} - \ln Y_i \right)}} \] (66)

Again, we may ascertain that the above value of \( \hat{\sigma}_G \) is the minimum by differentiating once more the first derivative of \( l'_0(\xi) \) (see expression (64)) and obtain
\[
\frac{d\xi^\alpha(\xi)}{d\xi} = -\frac{T}{\xi} \frac{T}{1+\xi} = \frac{T}{\xi(1+\xi)} > 0
\]  

(67)

where the last expression is obviously positive based on the choice of \( \zeta \) (see expression (65)). So, the certain value of \( \zeta \) corresponds to the minimum.

5. Conclusions-further research

In this paper, we have fully reviewed the mathematics and algorithms involved in the Delegated Act 35/2015 imposed by European Regulatory Authorities concerning the first method for the USPs determination method of the insurance companies. Actually, we have performed a full numerical analysis based on typical premium patterns as input signals used by control engineers in order to identify the sensitivities of the mathematical formulas. The relevant examples revealed that there is a low sensitivity with respect to time development of premium patterns and in many cases the sensitivity is vanished at all.

Furthermore, we compared the value produced under the framework of USPs with the value of the standard deviation function of the loss ratios finding only marginal differences. For the special cases of constant or increasing premium patterns, the two values (USPs and standard deviation) are too close (the difference is calculated less than 5%, see Table (4)). Of course, such a small distance (of less than 5%) accompanied with all the other small differences as appear in Table (4) and taking also into account the too complicated mathematics needed for the calculation of USPs values, may raise a quite serious criticism as: “whether the certain algorithm of USPs determination process, as appears in DA 35/2015, provides advanced safety levels with respect to an insurance company’s risk profile”.

Additionally, we have further elaborate and reveal the mathematics behind the DA 35/2015 providing detailed solutions for two other claim distributions (apart from the lognormal): a) the Pareto and b) the Gamma case. For both cases, we have derived similar objective functions (as appears in DA 35/2015, for the lognormal distribution) that may only be solved using numerical optimization procedures. Finally, we have produced a closed approximation formula for obtaining the minimum values for the Gamma distribution. Again, this formula (see equation (66)) indicates that USPs values are closely related to the typical standard deviation value of the respective loss ratio.

So, all interesting parties as to the top management of the insurer, auditors and regulators have a simple and reliable tool for the validation of the result produced by the complex algorithm of USPs and that is the function of the standard deviation. Additionally, the derivation of USPs values using the input of Pareto and Gamma distribution enhances and empowers the view of the insurers towards the assessment and valuation of the risk inherent in insurance branches that lognormal distribution is not the ideal vehicle for the description of the claims incurred.

Further research may be directed towards the investigation of other distributions (apart from the lognormal, Pareto and Gamma) which appear as appropriate distributions for modeling risks in the insurance industry. It would be also quite useful to obtain analytical and accurate mathematical formulas along with some (if exist) approximation formulas that may help the risk mechanisms and the practical day-to-day operations of an insurance company.
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