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Abstract: The present paper focuses on establishing the existence and uniqueness of solutions to the nonlinear 
differential equations of order four

y (4)(t) + g (t, y(t)) = 0, t ∈ [a, b],

together with the non-homogeneous three-point boundary conditions

y(a) = 0, y′(a) = 0, y′′(a) = 0, y(b) − αy(ξ ) = λ,

where 0 ≤ a < b, ξ ∈ (a, b), α, λ are real numbers and the function g: [a, b] × R→R is a continuous with g(t, 0) ≠ 0. With 
the aid of an estimate on the integral of kernel, the existence results to the problem are proved by employing fixed point 
theorem due to Banach.

Keywords: nonlinear boundary value problem, non-homogeneous boundary conditions, kernel, existence and uniqueness 
of solution, fixed point theorem
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1. Introduction
The theory of differential equations has served as a significant tool for describing and analyzing the problems in 

a broad range of scientific disciplines. The fact that laws governing such phenomena can be formulated as differential 
equations along with initial or boundary conditions. Boundary value problems are especially important as they model 
a wide range in applied mathematics, such as engineering design and manufacturing. Major industries like automotive, 
aerospace, chemical, pharmaceutical, as well as emerging technologies like biotechnology and nanotechnology, rely on 
boundary value problems to simulate complex phenomena on a variety of scales in the design and manufacture of high-
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technological products. For details, we refer to [1-4].
Two-point and multi-point problems associated with differential equations occur in various fields of mathematical 

sciences including three-layer beam, electromagnetic waves, etc. For instance, the vibrations of a wire with a uniform 
cross-section consisting of N components of various densities can be formulated as a multi-point problem [5] and 
several problems can also be expressed in the elastic stability theory as twopoint or multi-point problems [6]. Il’in and 
Moiseev [7, 8] addressed the multi-point problem involving differential equations of second order in 1987. Afterwards, 
several authors used various methods to focus on different multi-point problems.

In fact, the differential equations of fourth order are models for deformation or bending of elastic beams. In 1988, 
Gupta [9] established the existence and uniqueness results for the bending of an elastic beam with fully supported ends 
and is described by a non-homogeneous differential equation of fourth order

4

4 ( ), 0 1,d u e x x
dx

= < <

satisfying

(0) 0, (1) 0, (0) 0, (1) 0.u u u u′′ ′′= = = =

In 2003, Ma [10] considered the differential equation of fourth order

(4) ( ) ( , ( ), ( )), (0, 1),u x f x u x u x xλ ′= ∈

associated with two-point conditions

(0) 0, (0) 0, (1) 0, (1) 0,u u u u′ ′′ ′′′= = = =

and established the existence of multiple positive solutions. In 2016, Lakoud and Zenkoufi [11] proved the existence 
results for

( ) ( , ( ), ( ), ( )) 0, (0, 1),u'''' t f t u t u t u'' t t′+ = ∈

(0) 0, (0) 0, (0) 0, (1) ( ),u u u u uβ η′ ′′ ′′ ′′= = = =

by applications of various fixed point theorems. In 2019, Smirnov [12] proved the existence and uniqueness of solutions 
for the boundary value problem of third order

( ) ( , ( )) 0, [ , ],x t f t x t t a b′′′ + = ∈

( ) 0, ( ) 0, ( ) ( ),x a x a x b kx η′= = =

based on Banach fixed point theorem. Later, these results are improved by Almuthaybiri and Tisdell [13]. In 2020, Bekri 
and Benaicha [14] dealt with the existence results to the problem

(4) ( ) ( , ( )) 0, 0 1,u t f t u t t+ = < <

(0) ( ), (0) (0) 0, (1) ( ),u u u u u uα η β η′ ′′= = = =

by utilizing Leray-Schauder nonlinear alternative. One can see the available literature on the study of the existence and 
positivity results for differential equations of second order, see [15-17]; third order, see [18-24]; fourth order, see [25-29]; 
and for difference equations, see [30-32] together with three-point conditions.
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In applications of real-world problems and the analysis of differential equations with initial or boundary conditions, 
the problem must be well-posed. If there is only one solution to the problem and we also have specific acceptable 
conditions, then we can extend to a huge variety of possibilities to validate “well-posedness” of the problem. If there 
is no solution or several solutions to the problem, then it is not wellposed as per modelling perspective and should be 
ignored, and a new model needs to be developed [33]. In view of the importance in both theory and applications, we are 
interested in studying the results for the existence and uniqueness of solutions to the fourth order differential equations

(4) ( ) ( , ( )) 0, [ , ],y t g t y t t a b+ = ∈

satisfying

( ) 0, ( ) 0, ( ) 0, ( ) ( ) ,y a y a y a y b yα ξ λ′ ′′= = = − =

where 0 ≤ a < b, a < ξ < b, α, λ are real numbers and g ∈ C([a, b] × R, R) with g (t, 0) ≠ 0, by employing fixed point 
theorem due to Banach. The problem in this paper generalizes the existing literature for the interval [a, b].

For simplicity, the following notations are used.

3 31(A1)   ( ) ( ) ( ) ( ) ,  and
3! 3!

b

a a
b s h s ds s h s ds

ξαγ λ ξ= + − − −∫ ∫

3 3(A2)   ( ) ( ) .b a aα ξ∆ = − − −

The rest of the study is described below. In Section 2, the solution of the problem stated in (1)-(2) is expressed as 
a solution of an equivalent integral equation in terms of kernel and then the sharper estimate on the integral of kernel 
is determined. With the aid of the estimate on the integral of kernel, the results for the existence and uniqueness to the 
problem stated in (1)-(2) are proved and the result is then validated by an example in Section 3.

2. Preparatory results
We first express the solution of the problem (1)-(2) in terms of kernel as a solution of the analogous integral 

equation and then determine the bounds for the integral of kernel. These are useful in proving our main result.
Let h(t ) be a real-valued continuous function that defined on [a, b]. Then, we find the solution of the non-

homogeneous problem

(4) ( ) ( ) 0, [ , ],y t h t t a b+ = ∈

together with the conditions (2).
Theorem 2.1 If ∆ ≠ 0, then the solution of the problem stated in (3), (2) is expressed uniquely and is given by

3( )( ) ( , ) ( ) ,
b

a

t ay t t s h s dsλ −
= +

∆ ∫ 

where

3( )( , ) ( , ) ( ),t at s t s sα ψ−
= +

∆
 

(1)

(2)

(3)

(4)
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3 3 3

3

3 3

3

( ) ( ) ( ) ,  ,
3!3!( )

( , )
( ) ( ) ,                ,

3!( )

t a b s t s a s t b
b a

t s
t a b s a t s b

b a

 − − −
− ≤ ≤ ≤

−= 
− − ≤ ≤ ≤ −



and ψ(s) = H(ξ , s).
Proof. An equivalent integral equation of (3) is expressed as

2 3 3
0 1 2 3

1( ) ( ) ( ) ,
3!

t

a
y t B B t B t B t t s h s ds= + + + − −∫

where B0, B1, B2 and B3 are constants. Using the conditions (2), one can obtain

2 3
0 1 2 3 0,B B a B a B a+ + + =

2
1 2 32 3 0,B B a B a+ + =

2 33 0,B B a+ =

2 2 3 3
0 1 2 3(1 ) ( ) ( ) ( ) ,B B b B b B bα αξ αξ αξ γ− + − + − + − =

where γ is given in (A1). On solving the above, we get

3 2

0 1 2 3
3 3, , and ,a a aB B B Bγ γ γ γ

= − = = − =
∆ ∆ ∆ ∆

where ∆ is given in (A2). Substituting these values in (6), we have

3 2 2 3 31 1( ) [ 3 3 ] ( ) ( )
3!

t

a
y t a a t at t t s h s dsγ= − + − + − −

∆ ∫

3
3 3

3 3
( ) 1 ( ) ( ) ( ) ( )

3! 3!( ) ( )
b

a a

t a b s h s ds s h s ds
b a a

ξαλ ξ
α ξ

−  = + − − − − − −  ∫ ∫

31 ( ) ( )
3!

t

a
t s h s ds− −∫

3 3 3 3 3

3 3 3 3 3
( ) ( ) [( ) ( ) ( ) ]

( ) ( ) 3!( ) [( ) ( ) ]
t a t a b a a a

b a a b a b a a
λ α ξ α ξ

α ξ α ξ
− − − − − + −

= +
− − − − − − −

3
3 3

3 3
( )( ) ( ) ( ) ( )

3![( ) ( ) ]
b

a a

t ab s h s ds s h s ds
b a a

ξα ξ
α ξ

−
− − −

− − −∫ ∫

31 ( ) ( )
3!

t

a
t s h s ds− −∫

3 3
3

3 3 3
( ) ( ) ( ) ( )

( ) ( ) 3!( )
b

a

t a t a b s h s ds
b a a b a

λ
α ξ

− −
= + −

− − − − ∫

(6)

(5)
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3 3
3

3 3 3
( ) ( ) ( ) ( )

3!( ) [( ) ( ) ]
b

a

t a a b s h s ds
b a b a a

α ξ
α ξ

− −
+ −

− − − − ∫

3
3 3

3 3
( ) 1( ) ( ) ( ) ( )

3!3![( ) ( ) ]
t

a a

t a s h s ds t s h s ds
b a a

ξα ξ
α ξ

−
− − − −

− − − ∫ ∫

3 3 3 3

3 3 3
( ) ( ) ( ) ( )  ( )

3!( ) ( ) 3!( )
t

a

t a t a b s t s h s ds
b a a b a

λ
α ξ

 − − − −
= + − 

− − − − 
∫

3 3 3

3 3 3
( ) ( ) ( ) ( )

3!( ) [( ) ( ) ]
b

t

t a b s t ah s ds
b a b a a

α
α ξ

 − − −
+ + 

− − − − 
∫

3 3 3 3 3

3 3
( ) ( ) ( ) ( ) ( ) ( )  ( )

3!3!( ) 3!( )
b

a

a b s s a b sh s ds h s ds
b a b a

ξ

ξ

ξ ξ ξ    − − − − − − +    
− −     

∫ ∫

3 3( ) ( )( , ) ( ) ( ) ( )
b b

a a

t a t at s h s ds s h s dsλ α ψ− −
= + +

∆ ∆∫ ∫

3( ) ( , ) ( ) .
b

a

t a t s h s dsλ −
= +

∆ ∫ 

For the uniqueness of solution, assuming x(t) is another solution of (3), (2). Let us take u(t) = y(t) − x(t). Then, we 
have

(4) ( ) 0, [ , ],u t t a b= ∈

( ) 0, ( ) 0, ( ) 0, ( ) ( ) 0.u a u a u a u b uα ξ′ ′′= = = − =

Therefore, the solution of (7) is

2 3
0 1 2 3( ) ,u t C C t C t C t= + + +

where the constants C0, C1, C2, and C3 are to be determined. Using the conditions (8), we get the homogeneous system 
AC = O, where

2 3

2

2 2 3 3

1

0 1 2 3
0 0 1 3

1

a a a

a aA
a

b b bα αξ αξ αξ

 
 
 =  
 
 − − − − 

and

[ ]0 1 2 3 .TC C C C C=

with the determinant |A | = (b − a)3 − α(ξ − a)3 ≠ 0. So, the homogeneous system AC = O is consistent and has only a 
zero solution and, hence u(t) = 0, for every t ∈ [a, b], Therefore, the uniqueness is established.

Lemma 2.2 The function H(t, s) in (5) is non-negative for every t, s ∈ [a, b].

(7)

(8)
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Proof. The positivity of H(t, s) can be viewed by simple algebraic calculations.
Lemma 2.3 The function H(t, s) in (5) fulfills the below inequality

49( , ) ( ) , for all [ , ].
2048

b

a
t s ds b a t a b≤ − ∈∫ 

Proof. Consider, for every t ∈ [a, b], then

3 3 3 3 3

3 3
( ) ( ) ( ) ( ) ( )( , )   

3!3!( ) 3!( )
b t b

a a t

t a b s t s t a b st s ds ds ds
b a b a

 − − − − −
= − + 

− − 
∫ ∫ ∫

3 4 4 3 4

3 3
( ) ( ) ( ) ( ) ( )

2424( ) 24( )

t b

a t

t a b s t s t a b s
b a b a

   − − − − −
= − + + −   

− −   

3 4( ) ( ) ( )
24 24

t a b a t a− − −
= −

3( ) ( ) .
24

t a b t− −
=

Let φ(t) = 
3( ) ( )
24

t a b t− − . Then φ'(t) = 
2( ) ( 4 3 )

24
t a t a b− − + + . For stationary points, we have φ'(t) = 0, which implies that t  = 

3
4

a b+ . Since φ''(t) = −
23( )

32
b a−  < 0 at t = 3

4
a b+ , the function φ(t) has maximum at t = 3

4
a b+ , that is

3 4

[ , ] [ , ]

( ) ( ) 9( )max ( ) max .
24 2048t a b t a b

t a b t b atϕ
∈ ∈

− − −
= =

Hence, the inequality (9).
Lemma 2.4 The function ψ(s) fulfills the following

41( )  ( ) .
12

b

a
s ds b aψ ≤ −∫

Proof. Consider

( ) (   , )
b b

a a
s ds s dsψ ξ=∫ ∫ 

 ( , ) ( ,  )
b

a
s ds s ds

ξ

ξ
ξ ξ= +∫ ∫ 

3 3 3 3 3

3 3
( ) ( ) ( ) ( ) ( )  

3!3!( ) 3!( )
b

a

a b s s a b sds ds
b a b a

ξ

ξ

ξ ξ ξ− − − − −
= − +

− −∫ ∫

3 3 3 3 3

3 3
( ) ( ) ( ) ( ) ( )  

3!3!( ) 3!( )
b

a

a b s s a b sds ds
b a b a

ξ

ξ

ξ ξ ξ − − − − −
≤ + + 

− − 
∫ ∫

(9)
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3 4 4 3 4

3 3
( ) ( ) ( ) ( ) ( )

2424( ) 24( )

b

a

a b s s a b s
b a b a

ξ

ξ

ξ ξ ξ   − − − − −
= − − + −   

− −   

3 4( ) ( ) ( )
24 24

a b a aξ ξ− − −
= +

3 4( ) ( ) ( )
24 24

b a b a b a− − −
≤ +

41 ( ) .
12

b a= −

Lemma 2.5 If ∆ ≠ 0, then the kernel K(t, s) in (4) fulfills the following

3
4

3 3

( )9( , ) ( ) .
2048 12 ( ) ( )

 
b

a

b a
t s ds b a

b a a

α

α ξ

 − ≤ − +
 − − − 

∫ 

Proof. Consider for every t ∈ [a, b], we have

3

3 3
( )( , )  ( , ) ( )  

[( ) ( ) ]
b b

a a

t at s ds t s s ds
b a a

α ψ
α ξ
−

= +
− − −∫ ∫ 

3

3 3
( )( , )  ( )  

[( ) ( ) ]
b b

a a

t at s ds s ds
b a a

α ψ
α ξ
−

≤ +
− − −∫ ∫

3 4
4

3 3

( )9 ( )( )
2048 12( ) ( )

 b a b ab a
b a a

α

α ξ

− −
≤ − + ×

− − −

3
4

3 3

( )9( ) .
2048 12 ( ) ( )

b a
b a

b a a

α

α ξ

 − = − +
 − − − 

The fixed point theorem described below due to Banach will be the fundamental tool to establish our result.
Theorem 2.6 [34] Let B be a any nonempty set and δ be a metric on B such that the ordered pair (B, δ) forms a 

complete metric space. If the mapping G : B → B fulfills the condition that for some 0 < θ < 1,

( , ) ( , ),   for every  , ,y z y z y z Bδ θδ≤ ∈

then the operator G has a unique fixed point y* ∈ B.

3. Existence and uniqueness
This section establishes the existence and uniqueness of solutions to the problem stated in (1)-(2).
Let B be the set of real-valued functions belongs to C4([a, b]). For functions y( t ), z(t ) in B, define a metric



Contemporary MathematicsVolume 2 Issue 2|2021| 169

[ , ]
( , ) max | ( ) ( ) | .

t a b
y z y t z tδ

∈
= −

Then, the pair (B, δ) forms a complete metric space.
Theorem 3.1 Suppose that g: [a , b] × R → R is a continuous function with g(t , 0) ≠ 0, for every t  ∈ [a , b]. Let θ  

be a positive constant such that

( , ) ( , ) ,  for every  ( , ), ( , ) [ , ] .g t y g t z y z t y t z a bθ− ≤ − ∈ ×

If ∆ ≠ 0 and (b − a) is small with the condition

3
4

3 3

( )9 1( )
2048 12 ( ) ( )

b a
b a

b a a

α
θα ξ

 − − + <
 − − − 

then there is a unique solution of the problem stated in (1)-(2).
Proof. Let us consider the operator G: B → B as

3( )( ) ( , ) ( , ( )) ,  for all  [ , ],
b

a

t ay t t s g s y s ds t a bλ −
= + ∈

∆ ∫ 

where K(t, s) is given in (4).
It is evident that, y(t) is a solution of the problem stated in (1)-(2) if and only if y(t) fulfills the following integral 

equation

3( )( ) ( , ) ( , ( )) ,  for all  [ , ].
b

a

t ay t t s g s y s ds t a bλ −
= + ∈

∆ ∫ 

The problem stated in (1)-(2) has only one solution if and only if the operator G has only one fixed point and we 
establish based on the Banach fixed point theorem.

Since (B, δ) is the complete metric space, then for any y, z ∈ B and for t ∈ [a, b], we conclude

3 3( ) ( )( ) ( ) ( , ) ( , ( )) ( , ) ( , ( ))
b b

a a

t a t ay t z t t s g s y s ds t s g s z s dsλ λ− −
− = + − +

∆ ∆∫ ∫   

                       3 3( ) ( )( ) ( ) ( , ) ( , ( )) ( , ) ( , ( ))
b b

a a

t a t ay t z t t s g s y s ds t s g s z s dsλ λ− −
− = + − +

∆ ∆∫ ∫   

( , ) ( , ( )) ( , ( ))
b

a
t s g s y s g s z s ds≤ −∫ 

( , ) ( ) ( )
b

a
t s y s z s dsθ≤ −∫ 

( , )  ( , )
b

a
t s y z dsθ δ≤ ∫ 

3
4

3 3

( )9( ) ( , ).
2048 12 ( ) ( )

b a
b a y z

b a a

α
θ δ

α ξ

 − ≤ − +
 − − − 

(10)

(11)
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It is evident from the fact that

( , ) ( , ),y z y zδ βδ≤

where

3
4

3 3

( )9( ) .
2048 12 ( ) ( )

b a
b a

b a a

α
β θ

α ξ

 − = − +
 − − − 

In view of (11), β < 1 and the operator G fulfills the property of contraction mapping.
It follows that operator G has a unique fixed point and thus, the fixed point is the solution of (1)-(2).
As an application, the proved result is illustrated with an example.
Example 3.1 Let us take a = 1

4
, b = 1, ξ = 1

2
, α = 1

3  and g(t, y) = 2 + t + sin y.
Now, consider differential equation of order four

(4) 12 sin 0,   , 1 ,
4

y t y t  + + + = ∈   

satisfying

1 1 1 1 10, 0, 0, (1) .
4 4 4 3 2

y y y y y λ       ′ ′′= = = − =       
       

It is evident that g(t, 0) ≠ 0 and ∆ = (b − a)3 − α(ξ − a)3 ≠ 0. Then

( , ) cos 1g t y y
y

θ∂
= ≤ =

∂

and

3
4

3 3

( )9 26973 1( ) 1.
2048 262144012 ( ) ( )

b a
b a

b a a

α
θα ξ

 − − + = < =
 − − − 

So, all the claims in the Theorem 3.1 are fulfilled, and thus (12)-(13) has a unique solution.

Acknowledgements
The authors would like to thank the referees for providing insightful feedback and comments.

References
[1]	 Afsharfard A, Rezaeepazhand J. Application of smart collocation method for solving strongly nonlinear boundary 

value ordinary differential equations. Applied Mathematical Modelling. 2015; 39(13): 3889-3898. Available from: 
doi: 10.1016/j.apm.2014.12.007.

[2]	 Dinmohammadi A, Razani A, Shivanian E. Analytical solution to the nonlinear singular boundary value problem 
arising in biology. Boundary Value Problems. 2017; 2017(63): 1-9. Available from: doi: 10.1186/s13661-017-0795-
8.

(12)

(13)



Contemporary MathematicsVolume 2 Issue 2|2021| 171

[3]	 Verma AK, Pandit B, Verma L, Agarwal RP. A review on a class of second order nonlinear singular BVPs. 
Mathematics. 2020; 8(7): 1-50. Available from: doi: 10.3390/math8071045.

[4]	 Campos LMBC, Gil PJS. The two-point boundary value problem for rocket trajectories. Aerospace. 2020; 7(9): 
1-29. Available from: doi: 10.3390/aerospace7090131.

[5]	 Moshinsky M. On the problems of conditions to the frontier in a dimension of discontinuous characteristics. 
Bolet´ın de la Sociedad Matem´atica Mexicana. 1950; 7: 1-25.

[6]	 Timoshenko S. Theory of Elastic Stability. New York: McGraw-Hill; 1961.
[7]	 Il’in VA, Moiseev EI. Nonlocal boundary value problem of the first kind for a Sturm-Liouville operator in its 

differential and finite difference aspects. Differential Equations. 1987; 23(7): 803-810.
[8]	 Il’in VA, Moiseev EI. Nonlocal boundary value problem of the second kind for a Sturm-Liouville operator. 

Differential Equations. 1987; 23(8): 979-987.
[9]	 Gupta CP. Existence and uniqueness results for the bending of an elastic beam equation at resonance. Journal of 

Mathematical Analysis and Applications. 1988; 135: 208-225.
[10]	Ma R. Multiple positive solutions for a semipositone fourth order boundary value problem. Hiroshima 

Mathematical Journal. 2003; 33: 217-227.
[11]	Lakoud AG, Zenkoufi L. Existence of positive solutions for a fourth order threepoint boundary value problem. 

Journal of Applied Mathematics and Computing. 2016; 50: 139-155. Available from: doi: 10.1007/s12190-014-
0863-5.

[12]	Smirnov S. Green’s function and existence of a unique solution for a third order three-point boundary 
value problem. Mathematical Modelling and Analysis. 2019; 24(2): 171-178. Available from: doi: 10.3846/
mma.2019.012.

[13]	Almuthaybiri SS, Tisdel CC. Sharper existence and uniqueness results for solution to third order boundary 
value problems. Mathematical Modelling and Analysis. 2020; 25(3): 409-420. Available from: doi: 10.3846/
mma.2020.11043.

[14]	Bekri Z, Benaicha S. Existence of solution for nonlinear fourth order three-point boundary value problem. Boletim 
da Sociedade Paranaense de Matem´atica. 2020; 38(1): 67-82. Available from: doi: 10.5269/bspm.v38i1.34767.

[15]	Ma R. Positive solutions for second order three-point boundary value problems. Applied Mathematics Letters. 
2001; 14(1): 1-5. Available from: doi: 10.1016/S0893-9659(00)00102-6.

[16]	Chen H. Positive solutions for the nonhomogeneous three-point boundary value problem of second order 
differential equations. Mathematical and Computer Modelling. 2007; 45(7-8): 844-852. Available from: doi: 
10.1016/j.mcm.2006.08.004.

[17]	Wei Y, Bai Z, Sun S. On positive solutions for some second order three-point boundary value problems with 
convection term. Journal of Inequalities and Applications. 2019; 2019(72): 1-11. Available from: doi: 10.1186/
s13660-019-2029-3.

[18]	Palamides AP, Smyrlis G. Positive solutions to a singular third order three-point boundary value problem with an 
indefinitely signed Green’s function. Nonlinear Analysis: Theory, Methods & Applications. 2008; 68(7): 2104-
2118. Available from: doi: 10.1016/j.na.2007.01.045.

[19]	Sun Y. Positive solutions for third order three-point non-homogeneous boundary value problems. Applied 
Mathematics Letters. 2009; 22(1): 45-51. Available from: doi: 10.1016/j.aml.2008.02.002.

[20]	Wang CX, Sun HR. Positive solutions for a class of singular third order threepoint non-homogeneous boundary 
value problem. Dynamic Systems and Applications. 2010; 19: 225-234.

[21]	Liu D, Ouyang Z. Solvability of third order three-point boundary value problems. Abstract and Applied Analysis. 
2014; 2014: 1-7. Available from: doi: 10.1155/2014/793639.

[22]	Lin X, Zhao Z. Iterative technique for a third order differential equation with three-point nonlinear boundary value 
conditions. Electronic Journal of Qualitative Theory of Differential Equations. 2016; 2016(2): 1-10. Available 
from: doi: 10.14232/ejqtde.2016.1.12.

[23]	Zhao L, Wang W, Zhai C. Existence and uniqueness of monotone positive solutions for a third order three-point 
boundary value problem. Differential Equations & Applications. 2018; 10(3): 251-260.

[24]	Bouteraa N, Benaicha S. Existence of solutions for third order three-point boundary value problem. Mathematica. 
2018; 60(1): 21-31.

[25]	Graef JR, Qian C, Yang B. A three-point boundary value problem for nonlinear fourth order differential equations. 
Journal of Mathematical Analysis and Applications. 2003; 287(1): 217-233. Available from: doi: 10.1016/S0022-
247X(03)00545-6.

[26]	Bai C. Triple positive solutions of three-point boundary value problems for fourth order differential equations. 



Contemporary Mathematics 172 | N. Sreedhar, et al.

Computers & Mathematics with Applications. 2008; 56(5): 1364-1371. Available from: doi: 10.1016/
j.camwa.2008.02.033.

[27]	Graef JR, Henderson J, Yang B. Positive solutions to a fourth order three-point boundary value problem. 
Discrete and Continuous Dynamical Systems. 2009; 2009(Special): 269-275. Available from: doi: 10.3934/
proc.2009.2009.269.

[28]	Nyamoradi N. Existence of positive solutions for fourth order boundary value problems with three-point boundary 
conditions. Caspian Journal of Mathematical Sciences. 2012; 1(1): 13-22.

[29]	Sun Y, Zhu C. Existence of positive solutions for singular fourth order three-point boundary value problems. 
Advances in Difference Equations. 2013; 2013(51): 1-13.

[30]	Zhang G, Medina R. Three-point boundary value problems for difference equations. Computers & Mathematics 
with Applications. 2004; 48(12): 1791-1799. Available from: doi: 10.1016/j.camwa.2004.09.002.

[31]	Ji J, Yang B. Computing the positive solutions of the discrete third order three-point right focal boundary 
value problems. International Journal of Computer Mathematics. 2014; 91(5): 996-1004. Available from: doi: 
10.1080/00207160.2013.816690.

[32]	Viswanadh KVK, Murthy KN. Three-point boundary value problems associated with first order matrix difference 
system-existence and uniqueness via shortest closed Lattice vector method. Journal of Nonlinear Sciences and 
Applications. 2019; 12(11): 720-727. Available from: doi: 10.22436/jnsa.012.11.03.

[33]	Tisdell CC. Rethinking pedagogy for second order differential equations: A simplified approach to understanding 
well posed problems. International Journal of Mathematical Education in Science and Technology. 2017; 48(5): 
794-801. Available from: doi: 10.1080/0020739X.2017.1285062.

[34]	Banach S. On operations in abstract sets and their application to integral equations. Fundamenta Mathematicae. 
1922; 3(1): 133-181.


