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Abstract: In this work, we present a numerical approach based on the collocation method for solving weakly singular
Volterra Integral Equations of the Third Kind (3K-VIEs) with proportional delays. We employ modified graded meshes to
analyze the solvability and convergence of the proposed method. Furthermore, we rigorously establish the convergence
rate in terms of the parameter p for the collocation scheme using m collocation parameters. To validate the theoretical
findings, we provide numerical examples, demonstrating the reliability and effectiveness of the method.
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1. Introduction

Volterra integral equations have diverse applications in fields like population dynamics, viscoelasticity, and
engineering. They are particularly useful for modeling systems where the current state depends on the past history of
the system, such as in the study of hereditary effects, material behavior, and population growth with memory effects.
Also, the Volterra integral operator, with its weakly singular kernel, provides the essential mathematical structure that
defines fractional derivatives and integrals. This isn’t just a convenient tool for solving Fractional Differential Equations
(FDEs), it is the language in which they are inherently written.

Considering that most phenomena in nature have nonlinear mathematical models and one of the powerful tools for
describing and analyzing these models is nonlinear integral equations. In [1], Webb, studied some of these equations.
Also, by using some linearization methods, nonlinear equations can be converted into linear equations. Therefore, we
studied the linear equation in full detail. If necessary, the nonlinear equation can be linearized, and the results of this
reserch can be used to analyze that equation.

We investigate the functional Volterra Integral Equation of the Third Kind (3K-VIE):

ty(r) = () O) +(Hy ) O) + 1), 1€, (M

where A = [fy, T, and the Volterra integral operators J#"y and ¥y, g are defined as:

Copyright ©2025 Parviz Darania, et al.

DOI: https://doi.org/10.37256/cm.6620258065

This is an open-access article distributed under a CC BY license
(Creative Commons Attribution 4.0 International License)
https://creativecommons.org/licenses/by/4.0/

Volume 6 Issue 6]2025| 7579 Contemporary Mathematics


https://ojs.wiserpub.com/index.php/CM/
https://ojs.wiserpub.com/index.php/CM/
https://www.wiserpub.com/
https://orcid.org/0000-0003-4996-6925
https://doi.org/10.37256/cm.6620258065
https://creativecommons.org/licenses/by/4.0/

(@) = [ (=2 H( (e
@
()0 = [ (=2 7o ()

with the following conditions:

1) Delay parameter: 0 < g < 1.

2) Singularity parameter: 0 < y < 1.

3) Regularity parameter: y > 0.

4) Forcing term: f € C(A).

5) Kernel functions: H € C(Q), and Hp € C(Qp), where Q = {(£,2): 0<z<t<T}and Qp ={(¢,2): 0<z <
gt t € A}

Note that the term (¢ —s) 7 (with 0 < y < 1) in both integrals introduces a weakly singular kernel. This singularity
is integrable but poses significant challenges for both analysis and numerical computation.

As it is discussed in papers [2] and [3], even in the case where there is no integral with proportional delay, the
existence and uniqueness of the solution of problem (1) is subject to several conditions on the parameters u and 7, as well
as on the spectrum of the associated integral operator.

In their 2021 work, Song et al. [4] analyzed the specialized form of equation (1), with gt =1 and y = 0:

t qt
() = [ Hl (). dz+ [ Hp(r (@), de 1), rea, 3)

demonstrating that the solution’s existence and uniqueness properties are fundamentally governed by the delay parameter

q.
Subsequently, in 2022, Song et al. [5] extended the analysis of [4] to a nonlinear 3K-VIE of the form

i) = | H(1, DK((2)), de + / " Hp(t, 9)Kp(y(2)). de+ 1£(0). @)

Song et al. [4, 5] developed a collocation method utilizing modified graded meshes to numerically solve equations
(3) and (4). Their work demonstrated that:

I. Equation (3) with both compact and noncompact kernels is solvable and admits a unique solution when using this
mesh approach.

II. They comprehensively analyzed the regularity, existence, and uniqueness properties of analytical solutions for
both equations (3) and (4).

We observe that, when Hp = 0 in equation (1), the equation simplifies to a weakly singular 3K-VIE:

t#y(1) = (Kp) () + f(1), €A )

The foundational analytical properties of solutions to equation (3), including existence, uniqueness, and regularity
were rigorously established by Allaei et al. [2]. Their work derived explicit sufficient conditions guaranteeing the
existence of unique continuous solutions on the interval /. Building on these theoretical results, Allaei et al. [3]
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subsequently developed a comprehensive numerical analysis of the collocation method applied to (3), with particular
focus on solvability and convergence analysis.

Collocation methods are widely recognized as one of the most effective approaches for solving integral equations [6—
10]. The transition of collocation methods from a theoretical numerical analysis concept to a foundational tool in scientific
and engineering applications has had a profound practical impact. The method’s core principle involves approximating
the solution to differential or integral equations with a polynomial. This polynomial is constrained to satisfy the equation
exactly at a selected set of collocation points while still obeying the problem’s boundary conditions.

The primary practical benefit of this approach is its ability to transform an intractable, infinite-dimensional
problem into a finite-dimensional system of algebraic equations that computers can solve efficiently. Consequently, the
significant advantages of collocation methods include their high degree of accuracy, capacity to manage complex path
constraints, suitability for direct transcription in optimization problems, and the widespread availability of robust software
implementations.

The practical impact of collocation methods is that they provide a computational “superpower”. They enable
scientists and engineers to translate complex, continuous dynamic problems from the real world into a form that computers
can reliably and efficiently solve. This has been a key enabler for some of the most ambitious technological achievements
of our time. They bridge the gap between theoretical models and practical, optimal solutions.

However, despite their success, the literature remains surprisingly sparse regarding their application to functional
Volterra Integral Equations of the Third Kind (3K-VIEs) of the form (1). This work aims to bridge this gap by extending
the collocation method to solve (1), offering several key advantages:

» Computational Efficiency: The method reduces the problem to a well-structured system of linear equations that
naturally decomposes into smaller subsystems.
* Theoretical Foundation: We build upon and generalize earlier research to handle the more complex case of (1).

The paper is organized as follows: Section 2 introduces the collocation scheme and analyzes the solvability of the
resulting system for (1). Section 3 presents a rigorous error analysis and establishes the convergence order. Section 4.

provides numerical experiments validating the theoretical results and demonstrating the method’s reliability.

2. Description of the method

Suppose that, collocation equation u, € ngl) (A,) of the equation (1), given by
tun (1) = (1) + (Hyun) (1) + (Hy, qun) (1), 1 € Qu, (6)
and, let A, and Q,, be given by
Ay={ty:0=r9<n <--<ty=T, N >0},
and
Qi={t, j=ta+cjhy:0<c1 < - <cp <1, 0<n<N—-1},

where A, the modified graded mesh that ensures the solvability of (6), given by
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tn:(T_tl)(}r\ljzl])g_Ft]a g>17 n:1727"'7N7 (7)

where 1o =0, and | = and {c;}!" | are collocation parameters, {t, ;} are collocation points and h, = t,,..1 — 1, are

N I
step-size. On each subinterval I, = (t,,, fn+1], the approximations uy, are the polynomials of degree m can be expressed

in the form

tn + Sh Z n i (8)
where
s —c;
Wj(s) = U1 P ©)
i£]

is the j-th Lagrange fundamental polynomial concerning the collocation parameters and

Un, j = un(tn, j) = tn(tn + ¢ jhn).

For more detail, see [3].

The results of the investigations carried out to solve the delayed integral equations in comparison to the classical
integral equations indicate that in the delayed equations with vanishing delay, the exact location of point gt, ; cannot be
determined easily. Therefore, to determine the exact location of ¢t, ;, according to [4], we have the following discussion.

Here, by regarding the proportional delay function gt, with 0 < ¢ < 1, for the collocation points t,, ;: =, + c;h, € I,.
The following is how we intend to define the generic ideas in terms of g, ; and ¢, ;:

qni=lg(n+ci)], cnii=qn+ci)—qni<l0,1).

The so-called collocation points are ¢; € (0, 1], i =1, ..., m. In addition, [#] represents the largest integer less than
or equal to the usual ¢. Second, as stated in [3], because the key idea for the location of the delay images is gt, ; and the
defined collocation points #, ; are involved in I',, we must discuss and come up with three basic phases as what follows.
The notation [7] is used to display the smallest integer that is bigger than and/or equal to .

Phase . If 0 < n < ¢/ is satisfied by some n, then gt, ; € (t,, ty+1) = [%1 where the conditions ¢, ; = n and
i=1, ..., mare met.
Phase I. As long as ¢; < n < ¢' ch"(’j] we counter two cases so that there is a positive integer, namely v, for

which we have v, < m. More 51gn1ﬁcantly, the two circumstances are as follows:

(ta—1, t), i=1,2,...,v,, Phasell-A,

qtn.,i S
(tn, tat1]s i=Vy41, ..., Vm, PhaselIl-B.
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Phase III. There are two positive integers in terms of v, and g, such that v, < m, ¢, < n— 1, and the following two
instances are satisfied, provided that there exists n such that q” <n<N-1:

[tgns tl, i=1,2,...,v,
qin,i €
(tgnirs tnl, I =Vpil, ooy Vine

For linear operators (Zyup)(t,, i) and (#y, qup)(ta, i), we obtain

(A (tn. i) = / t"‘"(t,,,,»—s)*ay(z,,,i, §)up(s)ds

fo

1
= Z hl/ (t,,_’i —1 — Sh])_aK(tn, il +Sh1)uh(tl +sh1)ds
=0 /0

(10)
n—1
+ Z hl/ Lni— 11— .9}11)7051((1‘,17 is 17+ shy)up, (t; + shy)ds
Ci
iy /0 (i — o — Shn) %K (b1, + St )it (1 + s .
By substituting the equation (8) in equation (12), we obtain
m
(f%/y q“h tn i Zhl/ In, i_tl_Shl)ia (tn latl+5hl> Z\Pj(s)Ul,j ds
j=1
n—1 1 m
+ Zhl/o (tn,i =t = shy) " “K (tn,is ty +shy) [ Y ¥()U, 5 (11)
I=r j=1

m
+h/ tui —tn— Shy) " K (tu, iy tn + Shy) (Z‘Pj(s)Un,/')ds

j=1
In the same manner, we have

qn,ifl

|
(Hy, qun) (tn,i) = Z hl/o (tn,i —ty — shy) " VHp(tn, i, t1 + shy)up(t; + shy)ds
=0

Cn,i
. _ - .
+ h‘]n‘ i /0 (t"-, i tqn‘ i Shqn‘ i) HD (tn7 b tqn‘ i + Shqn‘ i)uh (t%z. i + Sh[]m i)ds
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qn,i— m
Z hl/ tni—t;—sh)) " VHp(ty, i, t; + shy) <Z U, j>

j:

Cn,i
+hqn,[/0 (t"’i_t‘In.i_Sh‘In.i)inD(tnti’th.i+ShQnl (ZT qn i J)d (12)
Upon substituting ¢ = ¢, ; into equation (1) and making use of equation (8), it follows that

oy it (tn, i) = (tn, 1)+ () (1, 1) + (A, quin) (1n, )

Flon.) +Zh1 72/ )V H (1.1, 11+ sh) W (s)dsU

t[ i—
AR 72/ i I O VH (11, 1+ sha) ¥ (5)dsUp,

(13)
l
Z 7/Z/ Ll ) Y Hp (1,1, 17+ sh) ¥ (5)dsUp
=0 j=1
1 y Cn, i tn,i_tl]n,i —y
hqn i 0 (T _S) HD(t”;i7 tqn.i +Shqn.i)qu(s)dSUlIn.isj'
The general matrix form of the equation (13) can be written as follows
=y 1 W
AUy =By + Y by T, Uit by T Uy
=0
(14)

qn, 171

1- Y LY 17 C,,"i.,‘P
+ Z h %( )s Yo s ZUI+h‘1n 1%(q),y,n,qn.iUﬂln,i’

where

= diag(tn,la tn,27 sy tn,m>7

B, - (f(tn s Fltna), ---,f(tn.,m))T,

Co iporary Math tics 7584 | Parviz Darania, et al.




T
Un:<Un7laUnA27-~~;Un,m> I (15)

and

W, K tri—1) N
<%”yfr,xp>i ) - </0 “T =) TH(tz,1, 13 +phx)wr(p)dp),
(16)

w, Ktei—1 _
(%"(;,),';’,f,l)_ =( / (= 9) YHDm,i,u+pm>wr<p>dp).

Discrete numerical descriptions of the collocation equations for the three phases are given, respectively. To do this, in
the three phases I, I1, and II1, we first calculate the values of integral operators (#yu, ) (t,, ;) and (£, qun)(tn, ;). Therefore,
the integral operator (#yuy,)(t,, ;) is written as follows after performing some calculations

n—1 m

_ L - B
() (1)) = Y 1y YZ/O ("’Tll — ) YH (tn,i, 11+ shy) W (s)dsUy
I= =

(17)
1—-y L € tn.,i —Iy —y
Ry /0 (B0 ) TH (5, 1+ 5h) ¥ ()T .
Jj=1 n
Also, for delay integral operator (%}, 4u,)(t,, i), we have the following phases:
Phase I: The delay integral operator (¢}, 4utn)(1y, i) at 1, ; has the form
= 1-y L In,i—1 -y
(A gun) (1) =Y 1 TY /0 (B = 8) HD (o i 17+ ¥ ()50
=0 j=1
(18)

_ 4 Cnyi by i — 1y _
b TN [ ) T H 1,51 ¥ (5) U .
=1 n

Phase II: In this phase, there exists v, < m such that

(tn—btn]» i= 1127"'7‘}717
qtn,i €
(tn, tn+]], i:Vn+], ceey Vin-

If i < v, (Phase II-A). Then the delay integral operator (%}, 4ut,)(t,,;) at t,,,; has the form
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(S, qun) (tn, i) Zhl VZ/ “YHp(tn, i, t; + shy) ¥ (s)dsU;,

(19)
n, i [ _
Z/ mi”nl fn S)_YHD(t,M', h—1 +Shn,1)\Pj(S)dSUn,1_’j.
n 1
Also, if i > v, (Phase II-B). Then, the delay integral operator (.}, 4u,)(1y, ) at t,, ; has the form
t
(% qu,, ln i Z /’ll 72/ miTd 7/I‘I[)(tn iy t1+shl)‘P ( )Ul jds
(20)
1—-y N —y
iy /0 (P ) Hp (i -+ 5h) 2 (5)Up, .
=1 n
Phase I1I: For this phase, there exist positive integers v, < m and g, < n — 1, such that
[tgns tl, i=1,2, ..., v,
qtn,i €
(tqn+1atn]a i:vn+l7 ~o V-
Thus, we have
"y bty i— y
(K gttn) (1n.2) Z ! Z/( 'h, ) Hp (b1, 11+ shy) ¥ (5)dsUy
1)
Cn, i t" i t%z i -y
Qn i Z L] - S) HD (tnv i) th,i + ShQn, l)lP] (S)dSan, i)
Now, for simplicity, we define the matrices
S = OVn XVp O(mfvn)x(mfv,,) ’
L O(mfvn)xv,, I(mfv,,)X(mfvn) Lmxm
(22)
yU — IVn><Vn O(mfvn)x(mfvn) ’
L O(m—v,,)xvn O(m—vn)x(m—vn) L mxm

and
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Wa) = Loy e B0 = Loty

(q),v,n,n’ ),Y,n,n—1’

B = FLAG a1 Tl @) = S oAy (23)
23 aq) =S

D(q), v, 1, qn”

Therefore, for the unknown vector U, the collocation phase I system is

n—1
1=y A—u Ci, Cn, iy _A—u 1=y ,—u
<1 Ty (%ﬂynﬁ%()y”))UH_An B,,+[§:0hl A, (ff l+<%ﬂ(q)%n,>U. (24)

Moreover, the collocation equation’s matrix form in phase II is then shown:

n—1

(1—11},7An”(f@",;,,+%”( )))Un —A- B,,+Zh1 N

1—- LY
+Zh A Ul (25)

+h, A, “(ff” (q )+3’;Hl(q)>Un1-

The collocation system in phase III has been inferred as follows, by the defined matrices, just like in the earlier
phases:

I-y i -y 1,¥
( — Iy An”%%n) =A, B+):h AU

qn_l

1-y 1,¥
+Zh A Ay Ui

(26)

—ya-u| 1%
+hg, A" (%HW) +7(g).v.n.an (‘1)> Ua

hl YA I-Lffl ( ) qn+1-

Now, we show that, the system (24)-(26) has a unique solution. To do this, we set
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®!(q), Phasel,

n

0,(q) =< ©¥(g), Phasell, 27)
el Phase 111,

where

— — i, ¥ Cmiv\{"
®£l(q) = <1h111 yAn H (‘%L.‘n,n +%((j)~,7,n,n)> ’

)/ (q) = <1h}ﬂA;“ (o5 +%”(q>)>, (28)

1—y4— i, P
ol = <I—hn VA,l#ff;n,n)

Theorem 2.1 Assume that H € C(Q), Hp € C(Qp) and 0 < u +y < 1. Then for any collocation parameters 0 < ¢; <

-+ < ¢y < 1 there exists A7) > 0, A > 0, ") > 0 and an & > 0 such that the matrices 0,(g), are invertible whenever
h = maxh, <h=min{h(", D FIDY
n

Proof. For given collocation parameters {c;}" , we obtain following phases.
Al. In phase I, we obtain

¥ m Gty — Iy -Y
| 26 50 le= max Y | A ——— —s) H(ty i, tn+5hy,)¥;(s)ds|

i=1,..,mj=1 hy,
1—
< ﬁ | H HwCIDm(c)mljclxci 14 (29
c,l,fy
< 1—7 H H ||°° Dy (c),

where the Lebesgue constant ®,,(c) is defined by

Dnle) = max ,:21 W;(s)],

and the constant ¢ = ¢(¢;) is dependent on the c;.
Also

Co iporary Math tics

7588 | Parviz Darania, et al.



Cn,is P t =Y
||% L, | :l max. Z / Ini—tn 73) Hp, (tn, i, tn + shy) ¥ j(s)ds]|
: ’ i’ 30
17 || HD ||oo ( )m;chCn’i ( )
1—y
C *
<nm||HD||oo m(c”),

11—

where ¢* = ¢*(cp, ;) and

Since ¢; >0, and v+ € (0, 1), the constant

1
~ 2C_'u _ — * 717"7},
i = <11y(c}n V|| H oo @ (€) + o | Hp [l @l ))) : (31)

shows that || A4, 14 [lo< (c1h,) Y, and that the matrix A, is invertible. Additionally, v+ ¥ < 1 implies that for &, < D,

|| hl 'VA H(%cznn+%c;zx ’ynn) ||°°

v ey
—V— — m n,m E3
<h,”" 701”<1 | H [[oo Prm(c) + || Hp [[o P(c ))

1—
(32)
~ = -
<(h"))’vycl”< " || H oo @u(c) + 1" " || Hp || Pu(c ))
1
<-—.
—2
Therefore, the matrices (921) (g9), n=0,1, ..., N—1, are invertible.
A2. In phase II, we have
| S =1, (33)

and
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1#(a) o= || Su 50y

=

-

< S lloll A0y ynnllw
(34)
g
1—y
C’ ¥
< Hp [l @(c).
Since v+ 7y € (0, 1) and ¢; > 0, the constant
1
(I 2¢, ! 1 1 S
W = (T (e I e @)+l | Hp [l @n(c)) : (35)
is well defined, therefore, it follows from the v+ < 1, that for &, < hUD, we get
— — Ci v 1
| Ak (A + @) ) s 5 (36)
Thus, the matrices @5,11) (¢), n=0,1, ..., N—1 are invertible .
A3. In phase III, in the same manner, we have
| 7AE A
em !
1—v—y — m
<h, v 7/C1”<1 —y CI),”(C))
(37)
e
7 —V— — m
< () ey (1 | H e ®pc >)
1
<77
2
where
1 155
N 2 v
A = (‘17 | H |- @n(c >) : (38)
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Then, the matrices @ELI”), n=0,1, ..., N—1, are invertible.

Now, acording the cases A1-A3, the matrices ©,(¢), n =0, 1, ..., N — 1, are invertible, and the proof is complete.

3. Convergence

The main result of the convergence is presented in this section as a theorem in the following, which theoretically
validates the collocation method’s applicability.
Here, we rewrite functional 3K-VIEs (1), in the form

f qt
W) =t £ (1) + /0 R (e —s) TH(t, 5)y(s)ds + /O R (e — ) THp (£, $)y(s)ds,
(39

=g(t) + (Z) (1) + (27, 4y)(1),

wheret € A, u >0, f(r) =t"g(r) and g is a continuous function.

Theorem 3.1 In equation (39), assume that yu 4y € (0, 1). Then the operators (Zy)(t) and (2, 4y)(r) are compact
and bounded on C[0, T] and C|0, gt], respectively.

Proof. By rewriting operators (Zy)(t) and (2, 4y)(t), we have

t

(- ;)*VH(t, s)y(s)ds,

(Zw)0) = |

fo
(40)

(Zy.9)(1) = /Oqtfltlfﬂfy(l - ;)*VHD(t, $)y(s)ds.

Now, if we set it +y € (0, 1) then, 1 —u —y > 0. Hence, the operators (Zy)(t) and (2, 4y)(t), are compact and
the core are

Vi (s) = Wiy (s) = (1=5) 7.

The proof is complete. For more details see [4].
Let equation

thy(t) = f(r)+ t(t —s) TH(t, s)y(s)ds—l—/oql(t — ) THp(t, s)y(s)ds, t €A, (41)

J1p

has a exact solution y(¢). Then, for any collocation parameters 0 < ¢; < --- < ¢;; < 1, the exact solution y(¢) satisfies in

y(tn +Shn) = qjj(s)y(tn,j) +hZ1Rm,n(s)a (42)

M

where
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g
Ry, n(5) :/0 Hy(s, T)y"™ (1, + Thy )d1,

1 m
Hy(s, 1) = | (s =) = Y ¥(s)(c; —0)p ' |, w0, 1],
(m _ 1>| ( -+ ];1 J J + (43)
s—T, s—12>0,
(s—7)s =
0, s—17<0.
In order to make the underlying theorem more understandable, we first assume that
i, i—1 D
qj,lﬁrl (@)= (Prgq ' )(‘1) +Fy, 41 (‘D)’ P!Z,Ii (q) = yUP;n,i(q)’
n.i71 D
Pt (a) = Z2 (P @)+ B, (@), BlL (@) =SB, (a), (44)
T
0, N _ U tni—1 —y .
P, (q) = A (T —8) "Hp(tn,is t1+sh)Ry 1(s)ds | , i=1,....,m, I <n,
. !
T
; *Cn, i tn,i _tqui —y .
%,i(q) = /0 (hi _S) HD(tn,iv tﬂin.,i +sh61n,i)Rm,qmi(s)ds y 1= 17 ey M, (45)
qn, i
Vtni—1 -
/ (B0 ) T H b1 11+ Sh) R ()5, 1=0,1, =1,
0 !
P = (46)
Ctn i — 1 —
[ T H i+ k)R ()5, =,
0 I ' '
and
T
Ei= |61, Eim] @7)

The meaning of the matrices . and .7, are clear.
Theorem 3.2 In equation (1), assume that f € C™(I), H € C"(Q), and Hp € C"(p) and

C(u+l _ B
O pry=1, 1=1,2...m,

H(Ov O)a HD(Ov 0) #
C(u+y+0)

Ty H—DI(—7)° u+y>1, I=1,2, .. m
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Then, for any collocation parameters with 0 < c; < ¢ < --- < ¢, <1 and ¢ > 1, in modified graded meshes, the
collocation solutions with order p converges to the exact solution of equation (1). Thus we have

1 & lloo= O'(R7), (48)

where p=m—7y+1.
Proof. The collocation error & (t): = y(¢) — u,(t) possesses the local representation

ngE

E(ty+shy) = W (), j+ Hy Rin,n(s), (49)

~.
Il

with &,_; = g(tn—k)a g’hj = g(tn,j)‘
By substituting this equation and t =1, ;, in collocation error &'(¢), we have

tr‘zl, ig(tn, i) :(%/7@@) (tn, i) + (jgf%qg) (tn.,i)

—Zhl 72/ (il O YH (11 1+ b)) (5)ds 6

ol 1 — ! tni—1t
LT [ ) TH 1+ )Ry 1 (5)ds
=0

Ci t
+h172/ I I Y H (15, 1+ ha )W (5)dS

Ci t, i—1
4 / (I O VYH 1y 4, ty -+ $ha) R (5)ds
0

n

(50)

qn,i—

t
+ X h‘ 72/ il Y H (.5, 1+ shi)¥(5)ds
i m+1—7y ! In,i—1 —
+ Z A [ ) 0110+ 5h) Ry 5)ds

Cnyi Iy i—1tg
+h(11n_3//0 ( n,lh - 7S)_YHD(tnvi’ [(In.i +Sh(1n.z) ( )dsg%v isJ
qn, i

Cn,i T, Ni —t, . _
+hgi:riliy/() ( - lh = - S) ’YHD(tn! i tqn,i +Sh4n,i)Rmaqn,i(s)ds'
dn, i

Volume 6 Issue 6]2025| 7593 Contemporary Mathematics



As a general overview, subsequently, using developing (50) into three phases, namely I, II, and III, we shall
demonstrate the error matrices. Eventually, We will demonstrate that the best feasible convergence rates are &'(h”), (p =
m—y+1).

Now, according to section 2, the general matrix form of equation (50) in phase I, after some computation, can be
written as:

n n—1
( — I A (A A )> & =Y WALP+ Y AP () + A Pl (q),
1=0 =0

D(q),v,n,n
(5D
+ Z by TALE (‘%ﬂln 1+‘ffz>l(7qli%n,z>‘fl'
Furthermore the phase II error system’s matrix form is provided as follows:
n n—2 !
e () - Stnsen s et
=0 =0
+HAREL (q)+HAA P (g)
1 (52)
n—
1=y L1, ¥ 1- 1,¥
+Zh y%nlcgjLZh A, ”‘%ﬁ( ), Y,nlgl
+h,_JALH (ffn (q)+ 3’2”1(61)) Ent.
Also, in the same manner for phase I1I, we have
¥ y "~ 0
I—hy YARA S | 6 =Y WA P+ Y BPA AP (q)
=0 =0
+HPAF I (q) + BDAP P (g) + Z AR
(53)

qn—1

+L by AR iy AL “(ﬂi’:’<q>+%”.9<$’,y,n,qn<q>)é”qn

+ h;n_yA;u Q‘Zf,fil (9)E4,+1-
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Now, let 4 = max h,, then by this assumption, and according to Theorem 2.1, modified graded meshes with 0 < /& < h
n

have a unique solution for each of the aforementioned linear algebraic systems in triple phases. Therefore, in the same
manner as the proof of Theorems 4.1 and 4.2, in [3], we have

1€ [le= O (nF), (54)

and this completes the proof.

4. Numerical illustration

In this section, we present the numerical results of a few test issues that were resolved using the article’s suggested
approach. The following test problems are taken into consideration. We have examined two test issues that are resolved
using collocation techniques in order to test and then validate the analytical conclusions. The following examples show the
benefits of the collocation approach by tabulating some numerical findings in terms of maximum errors and convergence
orders for a proportional vanishing delay parameter, i.e., ¢ = 0.25 and ¢ = 0.5. For convenience, we will demonstrate the
end point L..-errors and convergence orders in our examples using, respectively, & and p such that

En =y —u [,

and

én
=log,(—),
p gZ(éazN)

are satisfied. As shown in Tables 1-3 and Figures 1-6, the maximum errors for m = 2 and 3 are quantified for Examples
4.1-4.3.

Example 4.1 The object of our study is the following third-kind Volterra Integral Equation (VIE) with a weakly
singular kernel and a proportional delay:

1 1 1

t4y(t) = f(t)+ % /Ot(t —5) " 2y(s)ds + % /Ozl(t —5) " 2y(s)ds, (55)

(S}

where the source term f(z) is constructed to ensure the existence of the exact solution y(z) = 2.

Table 1. Maximum errors || & || and the order of convergence for m = 2, 3 in Example 4.1

N c=(07,1) p c= (A8, 16y )
22 1.074 x 107! - 1.619 x 1073 -
23 2392x 1071 2.167 2.033 x 107 2.993
24 6.079x 1073 1.976 2.233x 1073 3.186
23 1.576 x 1073 1.947 2.300 x 107° 3.279
26 4.077x 107 1.950 2.264 x 1077 3.344
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Log,(Error)

Log,(Error)

2 -
Y o
boo o 0 O i o-0-0-0-0'9
.........
-4 joee0®®
6 |
8 L
@ ~-:6
@® ~-2
-10 L L L L 1 n 1
0.2 0.4 0.6 0.8

2+
& |

-6 ”......QOO...0.0 -0 -0--®

BT @ ~-:6

@® ~-2

0.2 0.4 0.6 0.8
t

Figure 2. Comparison between collocation method with m = 3 and exact solution, in Example 4.1

Example 4.2 The object of our study is the following third-kind VIE with a weakly singular kernel and a proportional

delay:

where the source term f(¢) is constructed to ensure the existence of the exact solution y(7)
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Table 2. Maximum errors || & ||« and the order of convergence for m = 2, 3 in Example 4.2

Figure 3. Comparison between collocation method with m = 2 and exact solution, in Example 4.2

Figure 4. Comparison between collocation method with m = 3 and exact solution, in Example 4.2
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46 4+/6 1)
10 > 10 >

N c=1(0.7,1) P c=( P
22 5.78 x 1072 — 2.03 %1073 -
23 1.06 1072 2.43 3.60x 10~* 2.50
24 234x1073  2.18 6.36 x 1075 2.50
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2 il
00 0-0-0-@ -@-~@- -0 ° o
006000 0-0-0-0:0-0-0-0-0-0-0-0-0
4 + il

=

Y
BT @ ~-:6 1
@® ~-2 1

_10 1 L s 1 1

Log,(Error)

-2

-4

-6

-8

0.2 0.4 0.6 0.8
t

Moooooooooooooo =0 =00~ @

@ ~-:6
@® ~-2

0.2 0.4 0.6 0.8
t

C

h
iporary Mat,

o

S




Example 4.3 The object of our study is the following third-kind VIE with a weakly singular kernel and a proportional

delay:

where the source term f(¢) is constructed to ensure the existence of the exact solution y(¢) =14 .

.

13

Table 3. Maximum errors || & ||« and the order of convergence for m = 2, 3 in Example 4.3

(57

N o e=(071) p o=, =y p
22 4.92 x 1072 3.38x 1073 -
23 1.01 x1072  2.27 3.55x 1074 3.25
24 3.15x 1073 1.68 374 %1073 3.25
2’ 9.26x 107%  1.77 3.93x 107 3.25
26 2.66x 1074 1.79 4.13x 1077 3.25
2 | ;
[ ]
beoo o o -0 @ o . ]
4 | il
m
&) @ ~-:6 i
N=32
-10 : * : 1 1
0.2 0.4 0.6 0.8

t

Figure 5. Comparison between collocation method with m = 2 and exact solution, in Example 4.3

/

ary Math

7598 | Parviz Darania, et al.



Log,(Error)
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Figure 6. Comparison between collocation method with m = 3 and exact solution, in Example 4.3

Example 4.4 The object of our study is the following third-kind VIE with a weakly singular kernel and a proportional
delay:

1

ty(e) = f(t)+/0t(tfs)_%(s+1)y(s)ds+/OZt(tfs)_%(erZ)y(s)ds, (58)

. . . 1 . .
where the source term f(¢) is constructed to ensure the existence of the exact solution y(z) = 2. The numerical result in
Table 4 show that the maximum errors and Central Processing Unit (CPU) time for m = 2, 3 in Example 4.4.

Table 4. Maximum errors || & || and CPU time for m = 2, 3 in Example 4.4

N m=2 CPU time m=3 CPU time

23 1.25%x 107! 0.890 2.14x 1072 2.47
24 571x1072 2.62 8.95x 1073 5.62
25 245x1072 9.53 8.03 x 1073 21.9
20 9.92x 1073 36.1 2.88 x 1073 84.9

5. Conclusion

This paper examines a class of vanishing delay Volterra Integral Equations (VIEs) of the third kind. A collocation
approximation technique is used to obtain numerical solutions. We cover the unique solvability, existence, and regularity
of the precise solution. The primary theoretical contribution is a thorough demonstration of a convergence rate of order m
(in terms of parameter p) for the method with m collocation parameters. This theoretical result is validated by numerical

experiments. Future research directions include the application of multistep collocation techniques to weakly singular
versions of these equations.
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