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Abstract: This paper develops a nonlinear fractal-fractional predator-prey model that incorporates logistic prey growth
and immigration effects. The predator-prey interaction is characterized by a Holling type II functional response, capturing
the saturation phenomenon in the predator’s feeding rate. Using the Caputo-Fabrizio (CF) fractional operator, the model
integrates memory effects into the population dynamics. Theoretical investigations establish the existence and uniqueness
of solutions by applying Krasnoselskii’s fixed point theorem and Banach’s contraction principle, followed by the stability
analysis of equilibrium points. For the numerical approximation, a modified Adams-Bashforth method adapted to the CF
operator is employed. Simulation results reveal that small yet positive immigration rates promote asymptotically stable
coexistence between prey and predator populations, emphasizing the stabilizing influence of immigration on ecosystem
dynamics. The study demonstrates how fractal-fractional calculus can provide deeper insight into ecological stability and
long-term behavior of interacting species.
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1. Introduction
Eco-epidemiology is an interdisciplinary field that investigates infectious disease dynamics within ecological systems

by examining interactions among hosts, pathogens, and their environments. It connects ecology and epidemiology,
offering insights into how biological and environmental factors influence population-level outcomes. The mathematical
modeling of such systems provides a framework for understanding and predicting complex population dynamics.

The classical Lotka-Volterra model [1] laid the foundation for analyzing predator-prey interactions, later extended
to include features such as interspecific competition, time delays, and nonlinear functional responses [2–5]. These

Copyright ©2026 Khaled Aldwoah, et al.
DOI: https://doi.org/10.37256/cm.7120268879
This is an open-access article distributed under a CC BY license
(Creative Commons Attribution 4.0 International License)
https://creativecommons.org/licenses/by/4.0/

Contemporary Mathematics 1200 | Khaled Aldwoah, et al.

https://ojs.wiserpub.com/index.php/CM/
https://ojs.wiserpub.com/index.php/CM/
https://www.wiserpub.com/
https://orcid.org/0000-0001-7815-3849
https://orcid.org/0000-0001-5731-3532
https://doi.org/10.37256/cm.7120268879
https://creativecommons.org/licenses/by/4.0/


developments have significantly advanced the study of ecological systems, including their stability and oscillatory
behavior. In parallel, mathematical models have become essential tools in epidemiology, particularly through compart-
mental formulations such as the Susceptible-Infected-Recovered (SIR) model [6]. Researchers have increasingly
integrated disease transmission mechanisms into predator-prey frameworks, recognizing that infection can alter prey
vulnerability and predator feeding behavior [7–13]. Such eco-epidemiological models capture biologically realistic
features but often rely on classical differential equations, which neglect memory and hereditary effects.

Fractional-order differential equations have emerged as powerful tools for modeling processes influenced bymemory
and non-locality. Their applications span various scientific fields, including control theory [14], electrical circuits [15],
robotics [16], materials science [17], and biological systems [18–21]. Recently, there have also been important advances
in numerical spectral methods for fractional dynamics. For example, Youssri et al. proposed an innovative pseudo-
spectral Galerkin algorithm for the time-fractional Tricomi-type equation [22]; similarly, Youssri et al. introduced a
Chebyshev Petrov-Galerkin method for nonlinear time-fractional integro-differential equations with a mildly singular
kernel [23]. Furthermore, Abd-Elhameed et al. developed an orthogonal-Chebyshev spectral scheme for the fractional
Rayleigh-Stokes problem [24]. These recent works illustrate the rapid development of efficient and accurate numerical
tools in the fractional calculus literature.

On the theoretical side, development of fractional operators-such as the conformable derivative [25], the Caputo
difference operator [26], and the Caputo-Fabrizio (CF) derivative [27]-has further enriched the modeling landscape. In
particular, Atangana [28] introduced the concept of the fractal-fractional derivative, a hybrid operator that combines the
local behavior of fractal geometry with the memory properties of fractional calculus. This operator has been successfully
used to describe complex natural processes characterized by self-similarity and memory dependence [29–33], especially
in ecological contexts where heterogeneity and history significantly influence dynamic behavior.

In ecological modeling, several recent studies have incorporated immigration effects to reflect the movement of
individuals across populations. For instance, [34] analyzed a predator-prey model with immigration using classical
differential equations, while [35] extended this formulation through the fractal-fractional CF operator. Although these
models provide valuable insights, they rely on certain idealizations, such as exponential prey growth and linear predation
rates, which may limit their ecological realism-because exponential growth neglects environmental constraints, and linear
predation fails to reflect predator saturation. In particular, exponential growth ignores environmental constraints, and
linear predation fails to capture predator saturation. To address these limitations, the present study develops a nonlinear
fractal-fractional predator-prey model that integrates logistic prey growth and a Holling type II functional response,
thereby introducing both environmental carrying capacity and nonlinear predator behavior. The proposed system is
governed by the fractal-fractional CF operator, defined as:



FFCFDκ1, κ2Φ(t) = rΦ(t)
(

1− Φ(t)
ς

)
− aΦ(t)Ψ(t)

1+hΦ(t)
+P(Φ),

FFCFDκ1, κ2Ψ(t) =
bΦ(t)Ψ(t)
1+hΦ(t)

−mΨ(t)+Q(Ψ).

(1)

In this model, Φ represents the population size of the prey species, while Ψ corresponds to the population size of the
predator species. The parameter r signifies the intrinsic growth rate of the prey population. The predation rate, denoted
by a, quantifies the rate at which predators consume prey. The parameter b characterizes the predator’s reproductive
efficiency, measuring the number of new predators produced per prey captured. Meanwhile, m represents the natural
mortality rate of the predator population, ς is the environmental carrying capacity for the prey population, h is the handling
time per prey item (Holling type II response). In the proposed model, the logistic growth of the prey population account
for environmental carrying capacity and resource competition. While the nonlinear (Holling Type II) functional response
reflects the saturation effect in predation due to handling time. Table 1 provides a summary of all parameter values.
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Table 1. Description and biological interpretation of the model parameters

Parameter Biological interpretation Typical range Source

r Intrinsic growth rate of the prey population 0.1 [35]
a Predation rate coefficient 0.1 [35]
b Predator’s reproductive efficiency 0.3 [35]
m Natural mortality rate of predators 0.2 [35]
ς Environmental carrying capacity for prey 1,000 individuals Assumed
h Handling time per prey item (Holling type II response) 0.01 Assumed
x Immigration rate of prey 0-0.01 [35]
z Immigration rate of predators 0-0.01 [35]

The immigration function can be represented by the following two ways [34, 35]:

P(Φ) =


x, x ≥ 0,

x/Φ, x > 0,

where x denotes the prey population influx due to immigrants, and x/Φ signifies the proportion of immigrants within the
prey population. Similarly,

Q(Ψ) =


z, z ≥ 0,

z/Ψ, z > 0,

where z denotes the prey population influx due to immigrants, and z/Ψ signifies the proportion of immigrants within the
prey population.

The key novel contributions of this study are summarized as follows:
• Introduction of a fractal-fractional predator-prey model with logistic growth and Holling type II response under

immigration influence.
• Establishment of existence and uniqueness results using Krasnoselskii’s fixed point theorem and Banach’s

contraction principle within the CF framework.
• Examination of stability properties and numerical dynamics using a modified Adams-Bashforth method adapted

for the fractal-fractional operator.
• Demonstration, through simulations, that small positive immigration rates enhance coexistence stability between

predator and prey.
The remainder of this paper is organized as follows: Section 2 explores equilibrium points and their stability.

Preliminary theoretical results are presented in Section 3. Existence and uniqueness of solutions are established in Section
4. Section 5 presents the numerical scheme used for simulations. In Section 6, simulation outcomes are analyzed using
selected parameter values. Final conclusions are provided in Section 7.
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2. Equilibrium points and their stability analysis
The trivial equilibrium of the model does exist in case the immigration terms are not zero. Similarly, the

prey only equilibrium (Φ∗, 0) is not admissible in the presence of predator immigration z > 0. The only admissible
equilibrium is the coexistence equilibrium (Φ∗, Ψ∗) whose numerical value is calculated for the given parameter values
as (0.641695, 1.146925).

Now, to analyze its stability, we find the Jacobian matrix of the proposed model as below.

J =


∂ f1

∂Φ
∂ f1

∂Ψ

∂ f2

∂Φ
∂ f2

∂Ψ

 . (2)

Taking the partial derivatives, we obtain

J =


(ΨΦaq)
(Φq+1)2 − r(

Φ
K

−1)− (Φr)
K

− (Ψa)
(Φq+1)

− c
Φ2 − (Φa)

(Φq+1)

(Ψb)
(Φq+1)

− (ΨΦbq)
(Φq+1)2

(Φb)
(Φq+1)

− d
Ψ2 −m

 . (3)

Using the parameter values, we obtain the following numerical Jacobian matrix

J =

[
−0.0352 −0.0638
0.3397 −0.0163

]
. (4)

The corresponding eigenvalues are: −0.0258+0.1469i, −0.0258−0.1469i.
We observe that the real parts of both eigenvalues are negative. Therefore, the coexistence equilibrium point is locally

asymptotically stable.

3. Elementary results
The upcoming section provides essential theoretical foundations and analytical techniques. It includes key concepts

from fractal-fractional calculus.
Definition 1 [28] Let ϑ(t) be a continuous function that is fractally differentiable over the interval (a, b)with fractal

order κ2. The fractal-fractional CF derivative of order κ1 using an exponential decay kernel is defined by:

FFCFDκ1, κ2ϑ(t) =
M(κ1)

1−κ1

∫ t

0

d
dωκ

2
ϑ(ω)exp

(
− κ1

1−κ1
(t −ω)

)
dω, t ∈ [0, T ], (5)

where 0 < κ1, κ2 ≤ 1, and M(κ1) is a normalization function such that M(0) = M(1) = 1.
Definition 2 [28] Suppose ϑ(t) is continuous and fractally differentiable on (a, b) with order κ2. Its Fractal-

Fractional Caputo-Fabrizio (FFCF) derivative of order κ1 with a power-law kernel is given by:
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FFCFDκ1, κ2ϑ(t) =
1

Γ(1−κ1)

∫ t

0

d
dωκ

2
ϑ(ω)(t −ω)−κ1dω, t ∈ [0, T ], (6)

where 0 < κ1, κ2 ≤ 1, and the fractal derivative is defined as:

d
dωκ

2
ϑ(ω) = lim

t→ω

ϑ(t)−ϑ(ω)

tκ2 −ωκ2
. (7)

Definition 3 [28] Let ϑ ∈ C(0, T ). The Fractal-Fractional Riemann-Liouville (FFRL) integral of ϑ(t) with an
exponential decay kernel is given by:

FFRLIκ1, κ2ϑ(t) =
κ2(1−κ1)tκ2−1ϑ(t)

M(κ1)
+

κ1κ2

M(κ1)

∫ t

a
ωκ1−1ϑ(ω)dω. (8)

Definition 4 [28] Let ϑ ∈C(0, T ). The FFRL integral of ϑ(t) using a power-law kernel is defined as:

FFRLIκ1, κ2ϑ(t) =
κ2

Γ(κ1)

∫ t

a
(t −ω)κ1−1ωκ2−1ϑ(ω)dω. (9)

Theorem 1 [36] Let (X, ∥ · ∥) be a Banach space and B a nonempty, closed, and convex subset of X. Suppose two
operators Q1 and Q2 mapB into X such that:

• For all x, y ∈B, the combination Q1x+Q2y lies in X;
• The operator Q1 is a contraction;
• The operator Q2 is continuous and compact.
Then there exists at least one element z ∈B such that:

z =Q1z+Q2z.

4. Existence theory of model (1)
In this section, we explore the existence of a solution to the proposed system using a fixed-point technique. Let the

interval [0, T ] be denoted as I, and define the Banach space:

B=C
(
I, R+

)
×C

(
I, R+

)
,

equipped with the norm:

∥ϑ∥= max{|Φ(t)|+ |Ψ(t)|} .

Let
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
g1(t, Φ(t), Ψ(t)) = rΦ(t)

(
1− Φ(t)

ς

)
− aΦ(t)Ψ(t)

1+hΦ(t)
+P(Φ),

g2(t, Φ(t), Ψ(t)) =
bΦ(t)Ψ(t)
1+hΦ(t)

−mΨ(t)+Q(Ψ).

(10)

The system is rewritten compactly as:

FFCFDκ1, κ2ϑ(t) = Θ(t, ϑ(t)). (11)

Or

CFDκ1ϑ(t) = κ2tκ2−1Θ(t, ϑ(t)), (12)

where the vector ϑ(t) = (Φ, Ψ), and Θ is expressed as

Θ(t, ϑ(t)) =


g1(t, Φ, Ψ)

g2(t, Φ, Ψ)

 , (13)

ϑ(t) =


Φ(t)

Ψ(t)

=


rΦ(t)

(
1− Φ(t)

ς

)
− aΦ(t)Ψ(t)

1+hΦ(t)
+P(Φ)

bΦ(t)Ψ(t)
1+hΦ(t)

−mΨ(t)+Q(Ψ)

 . (14)

Applying the CF fractional integral to (12), we obtain:

ϑ(t) = Φ(0)+
κ2tκ2−1(1−κ1)

M (κ1)
Θ(t, ϑ(t))+

κ1κ2

M (κ1)

∫ t

0
sκ2−1Θ(t, ϑ(t))ds. (15)

Define the operator Z : B→B by

Z (ϑ) = ϑ(t) = Φ(0)+
κ2tκ2−1(1−κ1)

M (κ1)
Θ(t, ϑ(t))+

κ1κ2

M (κ1)

∫ t

0
sκ2−1Θ(t, ϑ(t))ds. (16)

We assume:
(A1) There exists LΘ > 0 such that for all ϑ , ϑ ∈B,
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|Θ(t, ϑ(t))−Θ(t, ϑ(t))| ≤ LΘ|ϑ −ϑ |.

(A2) There exist constants CΘ > 0 and MΘ > 0 such that

|Θ(t, ϑ(t))| ≤CΘ|ϑ(t)|+MΘ.

Theorem 2 Under the assumptions (A1)-(A2), problem (11) admits at least one solution.
Proof. We express the system as the fixed-point problem ϑ = Z (ϑ). Consider the closed ball:

Ωδ = {ϑ ∈B : ∥ϑ∥ ≤ δ} ,

with

δ ≥
|ϑ0|+

MΘκ2

M(κ1)

(
(1−κ1)T κ2−1 +T κ1

)
1− CΘκ2

M(κ1)
((1−κ1)T κ2−1 +T κ1)

.

Define Z = Z1 +Z2 where:

Z1ϑ(t) =
{

ϑ0 +
κ2(1−κ1)tκ2−1Θ(t, ϑ(t))

M(κ1)
, (17)

and

Z2ϑ(t) =
{

κ1κ2

M(κ1)

∫ t

0
ωκ1−1Θ(t, ϑ(t))dω. (18)

Several steps are involved in accomplishing the proof.
Step 1: Z1ϑ(t)+Z2ϑ(t) ∈ Ωδ . For t ∈ I, ϑ ∈ Ωδ , with (A2), we have

|Z1ϑ (t)+Z2ϑ (t)|=
∣∣∣∣ϑ(t0)+

κ2(1−κ1)tκ2−1Θ(t, ϑ(t))
M(κ1)

+
κ1κ2

M(κ1)

∫ t

0
ωκ1−1Θ(t, ϑ(t))dω

∣∣∣∣
≤ |ϑ0|+

κ2(1−κ1)tκ2−1 |Θ(t, ϑ(t))|
M(κ1)

+
κ1κ2

M(κ1)

∫ t

0
ωκ1−1 |Θ(t, ϑ(t))|dω

≤ |ϑ0|+
MΘκ2

M(κ1)

(
(1−κ1)T κ2−1 +T κ1

)
+

CΘκ2

M(κ1)

(
(1−κ1)T κ2−1 +T κ1

)
δ ≤ δ .

(19)
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Hence Z1ϑ(t)+Z2ϑ(t) ∈ Ωδ .

Step 2: Z1 is contraction.
For t ∈ I, ϑ1, ϑ2 ∈ Ωδ . Then

|Z1ϑ1(t)−Z1ϑ2(t)|= max
t∈[0, T ]

(
|ϑ1(t1)−ϑ2(t1)|+

κ2(1−κ1)tκ2−1

M(κ1)
|Θ(t, ϑ1(t))−Θ(t, ϑ2(t))|

)

≤
(

1+
κ2(1−κ1)T κ2−1LΘ

M(κ1)

)
∥ϑ1 −ϑ2∥ ,

(20)

if 1+
κ2(1−κ1)T κ2−1LΘ

M(κ1)
≤ 1 then Z1 is contraction.

Step 3: In this step, we will show the relative compactness ofZ2. Consequently, we will show thatZ2 is continuous,
uniformly bounded on Ωδ and equi-continuous.

Z2 is continuous due to the continuity of Θ(t, ϑ(t)).
Z2 is uniformly bounded on Ωδ :
For t ∈ I, ϑ ∈ Ωδ , we consider

|Z2ϑ (t)|= κ1κ2

M(κ1)

∫ t

0
ωκ1−1 |Θ(t, ϑ(t))|dω

≤ (CΘ|δ |+MΘ)
κ2

M(κ1)
T κ1 ≤ δ .

(21)

Thus Z2 is uniformly bounded on Ωδ .

Next, we need to establish equi-continuity.
Let ta, tb ∈ I with ta < tb. Then

∥Z2ϑ (tb)−Z2ϑ (ta)∥ ≤ κ1κ2

M(κ1)

∫ tb

0
ωκ2−1 |Θ(ω, ϑ(ω))|dω − κ1κ2

M(κ1)

∫ ta

0
ωκ2−1 |Θ(ω, ϑ(ω))|dω

≤ κ1κ2

M(κ1)

(∫ tb

0
ωκ2−1 |Θ(ω, ϑ(ω))|dω −

∫ ta

0
ωκ2−1 |Θ(ω, ϑ(ω))|dω

)

=
κ1

M(κ1)

(
(tb)κ2 − (ta)κ2

)
(CΘδ +MΘ)

→ 0 as tb → ta.

We show Z1 is a contraction and Z2 is compact and continuous using the Arzelà-Ascoli theorem. Therefore, by
Krasnoselskii’s fixed-point theorem, Z has at least one fixed point in Ωδ , proving existence.

Remark 1 Ecologically, the existence of a solution ensures that the population dynamics evolve in a biologically
meaningful manner without divergence or unrealistic oscillations.

Theorem 3 If assumption (A1) holds and
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LΘ
M(κ1)

(
κ2 (1−κ1)T κ2−1 +κ1T κ2

)
< 1,

then by Banach’s fixed-point theorem, problem (11) has a unique solution.
Proof. For t ∈ I, ϑ1, ϑ2 ∈ Ωδ . We have

|Z ϑ1(t)−Z ϑ2(t)| ≤
(1−κ1)

M(κ1)
κ2tκ2−1 |Θ(t, ϑ1(t))−Θ(t, ϑ2(t))|

+
κ1κ2

M(κ⊮)

∫ t

0
ωκ2−1 |Θ(ω, ϑ1(ω))−Θ(ω, ϑ2(ω))|dω.

Applying assumption (A1), we obtain

|Z ϑ1(t)−Z ϑ2(t)| ≤
(1−κ1)LΘ

M(κ1)
κ2tκ2−1 |ϑ1(t)−ϑ2(t)|+

κ1LΘT κ2

M(κ1)
|ϑ1(t)−ϑ2(t)| .

Taking maximum over the interval I, we have

max
t∈I

|Z ϑ1(t)−Z ϑ2(t)| ≤ max
t∈I

[
(1−κ1)LΘ

M(κ1)
κ2tκ2−1 |ϑ1(t)−ϑ2(t)|+

κ1LΘT κ2

M(κ1)
|ϑ1(t)−ϑ2(t)|

]
.

This implies that

∥Z ϑ1 −Z ϑ2∥ ≤
LΘ

M(κ1)

(
κ2 (1−κ1)T κ2−1 +κ1T κ2

)
∥ϑ1 −ϑ2∥ .

Where
LΘ

M(κ1)

(
κ2 (1−κ1)T κ2−1 +κ1T κ2

)
< 1. The inequality ensures Z is a contraction on B, hence Banach’s

fixed-point theorem guarantees the uniqueness of the solution.
Remark 2 The uniqueness result corresponds to ecological predictability, meaning that similar initial conditions lead

to similar long-term outcomes.

5. Numerical solution
In this section, we aim to find a numerical solution for model (1) under Fractal-Fractional with Caputo-Fabrizio

Derivatives (FFCFDs). To develop the numerical scheme for the proposed model, we use the extended Adams-Bashforth-
Moulton (ABM) methods with Lagrange interpolation as used in [27]. To go ahead, we write the model as:


FFCFDκ1Φ(t) = κ2tκ2−1g1(t, Φ(t), Ψ(t)),

FFCFDκ1Ψ(t) = κ2tκ2−1g2(t, Φ(t), Ψ(t)).

(22)
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Using the CF fractional integral, we have


Φ(t) = Φ(0)+

κ2tκ2−1(1−κ1)

M (κ1)
g1(t, Φ(t), Ψ(t))+

κ1κ2

M (κ1)

∫ t
0 sκ2−1g1(s, Φ(s), Ψ(s))ds,

Ψ(t) = Ψ(0)+
κ2tκ2−1(1−κ1)

M (κ1)
g2(t, Φ(t), Ψ(t))+

κ1κ2

M (κ1)

∫ t
0 sκ2−1g2(s, Φ(s), Ψ(s))ds.

(23)

At t = ta+1, the scheme is given by:


Φa+1 = Φ(0)+

κ2(1−κ1)t
κ2−1
a g1(ta, Φ, Ψ)

M(κ1)
+

κ1κ2

M(κ1)

∫ ta
0 sκ1−1g1(s, Φ, Ψ)ds, ta ∈ I,

Ψa+1 = Ψ(0)+
κ2(1−κ1)t

κ2−1
a g3(ta, Φ, Ψ)

M(κ1)
+

κ1κ2

M(κ1)

∫ ta
0 sκ1−1g3(s, Φ, Ψ)ds, ta ∈ I.

(24)

Now take the difference between the consecutive terms, we get



Φa+1 =


Φ(0)+

κ2(1−κ1)t
κ2−1
a g1(ta, Φa, Ψa)

M(κ1)
−

κ2(1−κ1)t
κ2−1
a−1 g1(ta−1, Φa−1, Ψa−1)

M(κ1)

+
κ1κ2

M(κ1)

∫ ta+1
ta sκ1−1g1(s, Φ, Ψ)ds, ta, ta+1 ∈ I,

Ψa+1 =


Ψ(0)+

κ2(1−κ1)t
κ2−1
a g3(ta, Φa, Ψa)

M(κ1)
−

κ2(1−κ1)t
κ2−1
a−1 g3(ta−1, Φa−1, Ψa−1)

M(κ1)

+
κ1κ2

M(κ1)

∫ ta+1
ta sκ1−1g3(s, Φ, Ψ)ds, ta, ta+1 ∈ I.

(25)

Integrating, and employing Lagrangian interpolation for approximating the kernels, we get



Φa+1 =



Φ(0)+
κ2(1−κ1)t

κ2−1
a g1(ta, Φa, Ψa)

M(κ1)
−

κ2(1−κ1)t
κ2−1
a−1 g1(ta−1, Φa−1, Ψa−1)

M(κ1)

+
κ2κ1

M(κ1)

3
2
(∆t)tκ2−1

a g1(ta, Φa, Ψa)− κ2κ1

M(κ1)

(∆t)
2

tκ2−1
a−1 g1(ta−1, Φa−1, Ψa−1),

ta, ta−1 ∈ I,

Ψa+1 =



Ψ(0)+
κ2(1−κ1)t

κ2−1
a g3(ta, Φa, Ψa)

M(κ1)
−

κ2(1−κ1)t
κ2−1
a−1 g3(ta−1, Φa−1, Ψa−1)

M(κ1)

+
κ2κ1

M(κ1)

3
2
(∆t)tκ2−1

a g3(ta, Φa, Ψa)− κ2κ1

M(κ1)

(∆t)
2

tκ2−1
a−1 g3(ta−1, Φa−1, Ψa−1),

ta, ta−1 ∈ I.

(26)
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Below, we present the numerical algorithm in a more structured pseudocode form.
Algorithm 1 Fractal-Fractional Adams-Bashforth (CF) for model (1)-single order
1. Input: r, a, b, m, ς , h, c, d, q; fractional order κ ∈ (0, 1]; fractal dimension s ∈ (0, 1]; normalizing constant M;

step size ∆t; final time T ; initial states Φ0, Ψ0.
2. Set N = ⌈T/∆t⌉, t0 = 0.
3. Precompute:

A1 = s
(1−κ

M
+

3κ∆t
2M

)
, A2 = s

(1−κ
M

+
κ∆t
2M

)
.

4. Define fΦ(t, Φ, Ψ) = rΦ(1−Φ/ς)− aΦΨ
1+hΦ

+P(Φ) and fΨ(t, Φ, Ψ) =
bΦΨ

1+hΦ
−mΨ+Q(Ψ).

5. Startup (modified euler): compute (Φ1, Ψ1) and (Φ2, Ψ2) with two steps of Euler’s method.
6. for i = 3 to N −1 do
7. ti+1 = ti +∆t
8. Φi+1 = Φi +A1t s−1

i fΦ(ti, Φi, Ψi)−A2t s−1
i−1 fΦ(ti−1, Φi−1, Ψi−1)

9. Ψi+1 = Ψi +A1t s−1
i fΨ(ti, Φi, Ψi)−A2t s−1

i−1 fΨ(ti−1, Φi−1, Ψi−1)

10. end for
11. Output: {ti, Φi, Ψi}N

i=0.
Remark 3 The presented algorithm implements a two-step fractal-fractional Adams-Bashforth method formulated

in the CF sense. This approach effectively combines the non-singular exponential kernel of the CF derivative with fractal
scaling factors, enabling a realistic description of systems that exhibit both memory and heterogeneous geometric effects.
The initial steps are computed using a modified Euler scheme, ensuring numerical stability and providing accurate starting
values for the multi-step integration process.

Advantages:
• The method is explicit, computationally efficient, and straightforward to implement.
• It avoids the singular kernel of classical fractional derivatives, reducing computational complexity.
• The fractal correction terms allow flexible adjustment to capture irregular biological dynamics.
• The algorithm provides smooth and stable trajectories for both prey and predator populations even under small

immigration perturbations.
Limitations:
• The accuracy of the method is step-size dependent; excessively large may cause local instability.
• Being an explicit method, it is conditionally stable and may require finer time steps for stiff systems.
• The CF derivative’s limited memory horizon may underestimate long-term historical effects.
Overall, this numerical scheme is well-suited for simulating nonlinear systems governed by fractal-fractional

operators.

6. Simulated results with discussion
In this part of the study, we apply the fractal-fractional Adam-Bashforth scheme formulated in the CF framework [37]

to simulate and analyze the behavior of the model given in equation (1). The simulations are carried out using MATLAB-
R2024a software. In population dynamics, the phenomena of persistence and extinction represent two contrasting
outcomes. Traditional predator-prey models illustrate that the oscillatory interaction between predator and prey tends
to persist indefinitely. If the prey species disappears, the predator population inevitably collapses due to the lack of food.
However, the reverse is not necessarily true; prey can survive and even increase in the absence of predators. The classical
models mainly yield cyclic solutions with no tendency towards a stable equilibrium. Despite this, real-world ecological
systems often display stable coexistence between predators and prey. Recent investigations have demonstrated that the
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presence of a small number of migrants-either predators or prey-can lead to asymptotic stability in such systems. These
rare but stable ecological configurations are frequently sustained by limited migration within the predator-prey framework.
In the following discussion, we explore three specific scenarios. For all cases, the initial conditions are set as Φ(0) = 5
and Ψ(0) = 5. The system parameters are selected based on the values reported in [34]: r = 0.1, a = 0.1, b = 0.3, and
m = 0.2. Moreover, we set the carrying capacity ς = 1,000.

Here, we mention that all the simulations were performed using MATLAB R2024a on a machine with an Intel(R)
Core(TM) i5-8350U CPU@ 1.70/1.90 GHz and 16 GB of RAM. Using a step size of h = 0.01 and a final simulation time
of t = 5,000, the proposed ABM numerical scheme required an average CPU time of approximately 0.6944 seconds per
figure, based on multiple runs.

Figure 1. Time-series dynamics of predator-prey populations and the corresponding 2D/3D phase portraits under different fractional orders in the
absence of immigration. (a) The population dynamics of predator-prey system for κ1 = 0.6, κ2 = 1.0; (b) 2D phase portrait of the predator-prey system
for κ1 = 0.6, κ2 = 1.0; (c) 3D phase portrait of predator-prey dynamics over time for κ1 = 0.6, κ2 = 1.0; (d) The population dynamics of predator-prey
system for κ1 = 0.8, κ2 = 1.0; (e) 2D phase portrait of the predator-prey system for κ1 = 0.8, κ2 = 1.0; (f) 3D phase portrait of predator-prey dynamics
over time for κ1 = 0.8, κ2 = 1.0; (g) The population dynamics of predator-prey system for κ1 = 1.0, κ2 = 1.0; (h) 2D phase portrait of the predator-prey
system for κ1 = 1.0, κ2 = 1.0; (i) 3D phase portrait of predator-prey dynamics over time for κ1 = 1.0, κ2 = 1.0

Case 1: To begin our analysis, we numerically solve the model described in equation (1) without considering any
immigration, meaning P(Φ) = 0 and Q(Ψ) = 0, across multiple fractional orders and with a fractal order set to 1.0. The
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outcomes are visualized in Figure 1, which presents the population dynamics of both predator and prey, along with the
corresponding phase portraits, for the given fractional and fractal orders under the assumption of no immigration.

Further insights are illustrated in Figures 1a-c, which correspond to the dynamics and phase space trajectories for
κ1 = 0.6 and κ2 = 1.0. Similarly, Figures 1d-f demonstrate the behavior for κ1 = 0.8 and κ2 = 1.0. For the scenario with
both orders equal to one (κ1 = κ2 = 1.0), the resulting dynamics and phase spaces are shown in Figures 1g-i.

From these illustrations, it becomes evident that in the absence of immigration, the system exhibits instability.
However, under fractional and fractal-fractional derivative settings (e.g., in Figures 1a, b), there is evidence of population
stabilization over time. In contrast, the classical derivative model fails to show such stability. This highlights the enhanced
stability and flexibility of fractional and fractal-fractional operators compared to standard integer-order derivatives.

Figure 2. Time-series dynamics of predator-prey populations and the corresponding 2D/3D phase portraits under different fractional orders andP(Φ) =
0.01. (a) The population dynamics of predator-prey system for κ1 = 0.6, κ2 = 1.0; (b) 2D phase portrait of the predator-prey system for κ1 = 0.6, κ2 =
1.0; (c) 3D phase portrait of predator-prey dynamics over time for κ1 = 0.6, κ2 = 1.0; (d) The population dynamics of predator-prey system for
κ1 = 0.8, κ2 = 1.0; (e) 2D phase portrait of the predator-prey system for κ1 = 0.8, κ2 = 1.0; (f) 3D phase portrait of predator-prey dynamics over time
for κ1 = 0.8, κ2 = 1.0; (g) The population dynamics of predator-prey system for κ1 = 1.0, κ2 = 1.0; (h) 2D phase portrait of the predator-prey system
for κ1 = 1.0, κ2 = 1.0; (i) 3D phase portrait of predator-prey dynamics over time for κ1 = 1.0, κ2 = 1.0

Case 2: In this case, we introduce a constant influx of prey immigrants into the system. Specifically, we set
P(Φ) = x = 0.01, and conduct numerical experiments on the model. The goal is to observe how this addition influences
the dynamics of both prey and predator populations under various fractional orders while keeping the fractal dimension

Contemporary Mathematics 1212 | Khaled Aldwoah, et al.



constant. The simulation results are presented in Figure 2, which illustrates the time evolution and phase portraits of the
system under these conditions.

An examination of Figure 2 reveals that introducing a constant prey immigration rate, P(Φ) = x = 0.01, leads
to gradual asymptotic stabilization of both predator and prey populations under various fractional orders and a fixed
fractal dimension. In contrast, under the classical (integer-order) framework, population stabilization occurs more rapidly,
reaching equilibrium in approximately 700 days.

Figure 3. Time-series dynamics of predator-prey populations and the corresponding 2D/3D phase portraits under different fractional orders andQ(Ψ) =
0.01. (a) The population dynamics of predator-prey system for κ1 = 0.6, κ2 = 1.0; (b) 2D phase portrait of the predator-prey system for κ1 = 0.6, κ2 =
1.0; (c) 3D phase portrait of predator-prey dynamics over time for κ1 = 0.6, κ2 = 1.0; (d) The population dynamics of predator-prey system for
κ1 = 0.8, κ2 = 1.0; (e) 2D phase portrait of the predator-prey system for κ1 = 0.8, κ2 = 1.0; (f) 3D phase portrait of predator-prey dynamics over time
for κ1 = 0.8, κ2 = 1.0; (g) The population dynamics of predator-prey system for κ1 = 1.0, κ2 = 1.0; (h) 2D phase portrait of the predator-prey system
for κ1 = 1.0, κ2 = 1.0; (i) 3D phase portrait of predator-prey dynamics over time for κ1 = 1.0, κ2 = 1.0

Case 3: In this case, we introduce a constant influx of predator immigrants into the system. Specifically, we set
Q(Ψ) = x = 0.01, and assume no prey immigration, i.e., P(Φ) = 0. We conduct numerical experiments on the model for
these conditions under different fractional orders and a fixed fractal dimension. Figure 3 illustrates the evolution of both
predator and prey populations, along with their phase space trajectories, under the influence of this low-level predator
immigration.
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Further details are provided in Figures 3a-c, which show the dynamics for the case κ1 = 0.6 and κ2 = 1.0. Similarly,
Figures 3d-f present the population and phase space behavior for κ1 = 0.8 and κ2 = 1.0. Lastly, the dynamics for the
classical derivative scenario with κ1 = κ2 = 1.0 are depicted in Figures 3g-i.

From the analysis of Figure 3, it is evident that introducing predator immigrants at a constant rate, Q(Ψ) = z = 0.01,
leads to asymptotic stabilization of both populations over time under various fractional orders and a fixed fractal dimension-
although this stabilization occurs rather slowly. In contrast, in the classical (integer-order) case, the system achieves
stability in approximately 1,500 days.

The results imply that increasing the number of immigrants in either population can significantly enhance the rate at
which the system stabilizes. Therefore, introducing a sufficient number of individuals into the predator or prey population
can drive the predator-prey system toward asymptotic stability. However, such an outcome is contingent on the habitat
being favorable to immigration-meaning that environmental conditions must support and attract incoming individuals. In
the case of density-dependent immigration (e.g., Q(Ψ) = z/Ψ), the number of immigrants decreases as the population
grows, which reflects a realistic ecological constraint, such as carrying capacity. Although these two immigration schemes
differ biologically, both lead to long-term stabilization of the system.

We give the overall significance of numerical results as below:
• Fractional and fractal-fractional derivatives introduce memory that naturally enhances ecosystem stability.
• Immigration, even at very low levels, acts as an ecological buffer preventing extinction events.
• Density-dependent inflows provide a realistic mechanism where stabilization occurs slowly but sustainable.

7. Conclusion and future research
In this work, we developed a novel fractal-fractional predator-prey model incorporating logistic growth and

immigration effects, employing the CF operator to capture memory and hereditary characteristics inherent in biological
systems. The use of a nonlinear Holling type II functional response enabled the model to realistically depict saturation
effects in predator-prey interactions, thereby overcoming the limitations of linear predation assumptions. By applying the
Krasnoselskii’s fixed point theorem and Banach’s contraction principle, we established the existence and uniqueness of
solution for the proposed system.

Numerical simulations based on a fractal-fractional Adams-Bashforth method adapted to the CF framework
demonstrated that small but positive immigration rates play a stabilizing role in predator-prey dynamics. Specifically,
sporadic immigration contributes to asymptotic stability, maintaining coexistence and preventing population collapse.
These findings underscore the ecological relevance of external influxes in sustaining biodiversity and ecosystem resilience.

Despite its effectiveness, the present study has certain limitations. The model assumes homogeneous environmental
conditions and constant parameter values, which may not fully capture spatial heterogeneity, seasonal variations, or
stochastic environmental effects.

Future research could extend the current framework by incorporating stochastic perturbations, time-delay effects,
or spatial diffusion to investigate pattern formation and spatial stability. Additionally, exploring the impact of variable
fractional and fractal orders could provide deeper insights into how memory intensity and geometric complexity affect
long-term ecosystem dynamics. Such extensions would enhance the realism and applicability of the proposed model to
more complex ecological scenarios.
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