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Abstract: The edge computing devices running models based on deep learning have drawn a lot of interest as a
prominent way of handling various applications based on AI. Due to limited memory and computing resources,
it is still difficult to deploy deep learning models on edge devices in a production context with effective
inference. This study examines the deployment of a lightweight facemask detection model on edge devices with
real-time inference. The proposed framework uses a dual-stage convolutional neural network (CNN)
architecture with two main modules that use Caffe-DNN for face detection and a proposed model based on CNN
architecture or customized models based on transfer learning (e.g., MobileNet-v2, resNet50, denseNet121,
NASNetMobile, Inception-v3, and XceptionNet) for facemask classification. The study does numerous analyses
based on the models’ performance in terms of accuracy, precision, recall, and F1-score and compares all models
with low disk size and good accuracy as the main priorities for memory-constrained edge devices. The proposed
CNN model for facemask detection outperforms other state-of-the-art models in terms of accuracy, achieving
99%, 99%, and 99% on the training, validation, and testing, respectively, with the facemask detection ~12K
image datasets available on Kaggle. This accuracy is comparable to other transfer learning-based models, and it
also achieves the smallest number of total trainable parameters and, thus, the smallest disk size of all models.
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1. Introduction
Airborne infections are transmitted through coughing, sneezing, laughing, and close human contact. When

a person with an infectious disease comes into close physical contact with someone who does not, the
microorganism is transferred from one to the other. This is how diseases are spread. The microorganisms cling
to dust particles, water droplets, and respiratory particles in the atmosphere. When a microorganism is breathed,
comes into contact with mucous membranes, or is touched and its secretions remain on a surface, illness results
[1].

The majority of respiratory infections in human-beings are caused by viral infectious agents. Adenoviruses,
coronaviruses (e.g., types 229E, NL63, OC43, and HKU1), the cause of coronavirus disease 2019 [COVID-19],
and common human coronaviruses (e.g., influenza virus, measles, mumps, parainfluenza virus, respiratory
syncytial virus, and rhinoviruses) are among the causative agents. Middle East respiratory syndrome (MERS)
coronavirus and highly pathogenic avian influenza viruses are additional viruses that should be particularly
concerned. Human-beings experiencing a new-onset respiratory illness, including those needing hospitalization,
should be evaluated for these viruses if no other cause has been found [1].
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COVID-19, also known as SARSCoV-2 and detected in 2019 has a higher reproductive number than
SARS-CoV, and because of its contagious nature, the WHO has declared COVID-19 a pandemic in March 2020
[2,3]. The virus has spread more rapidly in a short period of time than any other virus. Several reasons are there
for this viral transmission, such as lack of maintaining appropriate physical distance in the society, a lack of
awareness about the nature of the novel virus, and, most importantly, lack of awareness to wear a facemask in
public places. Different researchers have found solid evidences that tells us to wear a facemask can protect a
person from corona viruses and other respiratory diseases spread by other people’s droplets, as well as protect
others from him [4–7] Although researchers have invented vaccines for most of these infectious viruses, they
can only reduce the mortality rate and complications caused by the virus rather than exterminating it. Hence,
wearing a facemask is the only way to protect an individual from getting infected by the virus and thus reducing
the probability of spreading the virus to others [6]. It is highly recommended by WHO to wear a facemask in
public places (inside or outside) where there is a gathering because, by wearing a facemask, one can prevent the
transmission of viruses through the oral or nasal cavity [8]. Various facemasks made of cotton fabrics, surgical
materials, and N95 can provide 50–95% protection against various viruses [9]. In light of the researcher’s
findings, many countries’ governments have issued the slogan "no mask, no service" in every public service
facility and have made wearing a facemask mandatory for all people. Considering the above situations, it is of
immense interest to the researchers to find an effective and lightweight solution for automatic detection of a
facemask. Traditional solutions such as security personnel forcefully stops other peoples who don't wear
facemask to enter any premises in different situations will not work effectively. Thus, automatic detection using
deep learning or machine learning is desirable [10,11].

Deep learning has been proven to be superior to other traditional machine learning algorithms in different
applications, e.g., image processing, big data analysis, natural language processing (NLP), etc. [12–18]. For
example, in the ISLVRC computer vision competition, a deep learning model has outperformed several machine
learning models in classification, detection, and localization tasks since 2012 [19]. However, high accuracy can
only be achieved during the training and testing phases at the expense of a high memory requirement and high
processing costs. Training a deep learning model requires a large amount of data, and to extract useful features
from that input data, the model requires a huge amount of model parameters that need to be tuned using the
backpropagation algorithm along with gradient descent optimization rules. Thus, training a deep learning model
is computationally expensive, and a high memory requirement is needed to store those millions of trainable
parameters. High accuracy and a high memory requirement are the key characteristics of deep learning.
However, a lightweight deep learning model could play a vital role in facemask detection to protect people from
the viral infectious diseases. In practice, a deep learning-based facemask detection model can be deployed in
surveillance systems, Internet of Things (IoT) systems, smart cities, university entrance gates, supermarkets, etc.
places to ensure that all people are wearing a facemask to avoid spreading the virus to others [11].

The deployment strategy of deep learning-based applications are divided into two categories: distributed
edge-based deployment and centralized cloud-based deployment. Cloud-based method is a centralized method
with high processing power and resources. On the other hand, the decentralized approach with low computation
power and limited resources is edge-based. Data must be moved from source edge devices (e.g., sensors, IoT,
smart phones, etc.) to the cloud in order to use cloud-based resources. This imposes several challenges.

1. Scalability: With the increasing number of edge devices, sending data from edge devices to the cloud
results in a bottleneck in the network’s access to the cloud. Furthermore, in terms of using network
resources, it is quite inefficient to upload all the data to the cloud if the deep learning model does not need
all the data from all the sources. It is of great concern if the data sources are bandwidth-intensive, such as
streaming video.

2. Latency: Despite the superior performance of cloud-based solutions, many real-time applications based on
deep learning cannot compromise high latency for end-to-end data transfer. For many applications, real-
time inference is of utmost important factor, such as rapidly processing camera frames from an autonomous
vehicle to make a real-time decision about avoiding an obstacle or applications that depend on voice
commands that need to be processed in real-time to understand the user’s query. However, low latency
requirements of these applications cannot be met using cloud-based solutions; for example, it takes more
than 200 ms for an Amazon web server to process an uploaded camera frame for a computer vision task
[20].

3. Privacy: Users are concerned about uploading private data such as faces, speech, and so on to the cloud
because it is unknown how these data will be treated in the cloud. Also, the user’s behavior can be captured
in the data.
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Edge computing is a feasible alternative to cloud-based solutions in terms of scalability, latency, and
privacy [21–23]. Deep learning models deployed at edge devices have recently been in high demand in a variety
of applications [24–26]. It is reported that the companies that have deployed edge solutions in production will
increase their deployment from 1% in 2018 to 40% in 2024 [27]. According to [28], spending on edge
computing will reach $250 billion in 2024. Edge computing can address scalability issues by adopting a
hierarchical network architecture of edge devices, edge computing servers, and finally, the cloud server that can
provide computing resources and scale as needed, avoiding a network bottleneck in the cloud data center as
shown in Figure 1. Scalability issues can be addressed by putting an edge computing server in close proximity
to the edge devices, which reduces the end-to-end delay and meets the real-time requirements. Privacy issues
can also be addressed, as data can be processed close to edge devices without sending it via the public internet,
avoiding exposure to privacy and security threats.

Figure 1. Application scenarios of deployment of deep learning models in edge devices, edge servers, and cloud servers.

An algorithm that detects facemask is a combination of object detection and classification that localizes and
classifies the facemask in a static image or in a video stream by drawing a bounding box surrounding its extent.
The algorithm of image classification detects the specific category of an image from a possible number of
categories, e.g., for facemask detection, it produces whether an image belongs to the with-mask or without-mask
class. The object localization algorithm finds the region of interest in the image and draws a bounding box with
a certain probability around its extent to identify the masked or unmasked faces. When deep learning is applied
to detect face masks, it gives the best result as compared to a traditional machine learning algorithm. To detect a
facemask from an image, the algorithm must extract many useful features from the image, and the accuracy of
facemask detection is based on those useful features as well as the huge amount of labeled data. A deep learning
algorithm can automatically extract those useful features from an image; however, a machine learning algorithm
needs handcrafted features and human supervision. The Convolutional Neural Network (CNN), which is a type
of deep learning architecture specifically designed to perform image classification and detection tasks. The CNN
architecture has basically two operations: the convolution operation on an image extracts useful features from it
along with a pooling operation to reduce the dimensionality of the image. In CNN, these two operations
constitute a layer. A CNN can have anywhere from 7 to 152 layers. The feature extractor part, also known as
convolutional layers, is stacked with the classifier part, also known as dense layers (fully connected neural
network), to perform an image classification task as shown in Figure 2. Some popular CNN based architectures
are VGG-16 [29], ResNet-50 [30], GoogLeNet [31], MobileNetV2 [32], and so on. Among all the CNN
architectures, MobileNetV2 is immensely used in facemask detection tasks as it is a lightweight classifier
specifically designed for mobile devices [33,34]. It is used along with other object detectors such as "You Only
Look Once" (YOLO) and "Single Shot Detector" (SSD) [35,36].

This paper focuses on facemask detection techniques and provides a narrative analysis in the framework of
edge computing. The reader can clearly understand the benefits and drawbacks of each facemask detection
algorithm, as well as their implementation options in resource-constrained edge devices. They can choose the
suitable facemask detection algorithm according to their application needs. The key major contributions of the
work are as follows:
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Figure 2. A typical CNN architecture for the image classification task.

 This paper provides a detailed review of deep learning-based object detection techniques and their
implementation details in the context of edge computing.

 This paper also focuses on various recent literature on algorithms based on facemask detection and
provides a comparison considering performance metrics and implementation possibilities in edge
computing so that the researcher can find the best possibilities, identify gaps if any, and further conduct
research to overcome those gaps.

 Transfer learning is applied to some of the most popular models, such as MobileNetV2, ResNet50,
DenseNet121, InceptionV3, NasNetMobile, and Xception, and finetune them for the task of facemask
classification.

 A lightweight CNN-based architecture (FaceLite) is proposed, which can be comparable to a lightweight
transfer learning-based MobileNetV2 architecture, to classify whether a person is wearing a facemask or
not. The proposed model is trained from scratch. The main advantage of the proposed model is its high
accuracy and significantly reduced complexity, which makes it suitable for deployment on resource-
constrained edge devices.
The rest of the paper is organized as follows: Beginning with a review of the literature on deep learning,

edge computing, and edge computing optimization for various deep learning frameworks, followed by a
discussion of recent research papers on face mask detection. Then different methods for fast inference for deep
learning models were discussed. After that, proposed lightweight CNN model for facemask detection and
different transfer- learning models were discussed and made a comparative analysis among them. Then detailed
experimental evaluation results and their analysis were provided, after that the performance comparison with
other state-of-the-art algorithms are discussed and finally, concluded the paper in the conclusion section.

2. Background and Literature Survey

2.1 Deep Learning Background
Since many of the algorithms covered in this paper are connected to the fundamental workings of deep

learning, this section provides background information on deep learning. Readers interested about more
comprehensive details of deep learning can refer to [37]. Deep learning architecture is based on the concept of
an artificial neural network (ANN), which is inspired by and loosely connected to the biological neurons of the
human brain. Although it is designed to function similarly to the human brain, an ANN consists of three layers,
namely, an input layer, one or more hidden layers, and an output layer, as shown in Figure 3. Between the input
layer and the output layer, one can use many hidden layers. When the number of hidden layers is large, the
depth from the input to the output layer becomes deep, hence the name "deep neural network," and the learning
achieved through this network is called "deep learning." When the output prediction is continuous, it is called a
regression task; on the other hand, when the output prediction is categorical, it is called a classification task. For
both tasks, the input data is presented to the input layer, and then a series of matrix multiplications is performed
in different hidden layers of the ANN. The output of one layer is the input for the next layer. Thus, a series of
forward computations is performed on the input data with the parameter matrix (also known as the weight and
bias matrix) to finally get a prediction at the output layer. For supervised learning, a labelled dataset is available.
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As a result, at the output layer, the predicted value is compared to the true label of the input data to compute a
loss between the predicted and actual values. Depending on the loss, a backpropagation algorithm along with a
gradient descent algorithm is applied from the output layer to the input layer to compute the gradient matrix, and
finally, the individual learnable parameters are fine-tuned using the gradient matrix by applying a suitable
optimization rule (e.g., ADAM, RMS-Prop, etc.). One forward pass using all the input data and subsequently
one backward pass to tune all the trainable parameters are known as an "epoch." Using several epochs, a deep
learning model can be trained and then ready for inference (testing with unseen data). A deep learning model
works well when the input data has many input and output samples (supervised learning). It can also work on
input data without any labelling (unsupervised learning). Different deep learning architectures exist for
processing different types of input. For image and video data, CNN is the default choice. For sequence data such
as natural language processing, speech signal processing, etc., a recurrent neural network (RNN) is used. In
RNN, a feedback loop exists between hidden states to capture the dependencies among sequence data. A
feedforward fully connected neural network architecture, as shown in Figure 3, is used for other types of data.

Figure 3. Artificial neural network architecture with one input layer, multiple hidden layers, and one output layer.

A key point that needs to be understood for most of the deep learning model is that a large number of
trainable parameters make the model slow as it needs to compute a large matrix multiplication in every layer of
the deep neural network, which eventually raises the issue of latency in edge computing. The second key point
is that, in a deep neural network, careful choices of hyperparameters on how to design a deep neural architecture
(e.g., number of hidden layers, number of neurons per hidden layer, different optimization parameters, etc.) that
eventually make this an art rather than a science. Various design decisions lead to trade-offs among performance
metrics. For example, a complex design with a large number of trainable parameters can have higher accuracy
but require higher latency to compute those parameters and more disk space to store those parameters. On the
other hand, a simple design will have a smaller number of parameters, which will solve the latency issues and
require less disk space, but the accuracy will not be high enough for different application needs. Many research
works discussed these trade-offs issues, that will be further discussed in the later sections.

2.2 Deep Learning Performance Measurements on Edge Devices
Selecting or designing the appropriate deep learning model for a specific application is critical as well as

difficult because there are so many hyperparameter choices. A very good understanding of the trade-offs among
accuracy, speed, memory requirements, energy, and other resource limitations of edge computing devices is
helpful for the designer of the deep learning application. Many research papers provide a comparative
performance analysis of these metrics [38]. In the context of edge computing, an important performance
measurement consideration is the testbed on which the model’s performance is tested. Most of the machine
learning and deep learning research’s primary focus is the accuracy metric, and the reported system performance
is from a powerful graphics processing unit (GPU) equipped server. The author also reported the speed and
accuracy trade-offs reported by the Nvidia Titan X gaming GPU in his paper [38]. Another deep learning model,
YOLO, which is a real time object detection model, provides measurements on timing using the same server
GPU [39].

In [40], the author specifically targeted mobile devices and measured the performance of several popular
deep learning models on mobile CPUs and GPUs. Another study performed an accuracy/latency, measuring
analysis on mobile devices using input data dimensionality reduction and discovered that latency is reduced at
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the expense of accuracy [41]. Another deep learning model, MobileNets, which is specifically designed for
mobile devices, provides system-level performance in terms of several multiply-add operations that are used for
measuring latency and other performance metrics on different processing capabilities of mobile hardware [42].

Upon understanding the system-level performance, the application developer can choose the right deep
learning model for a particular application. Also, some recent studies show that the automatic choice of
hyperparameters for a deep learning model can be achieved by another machine learning model. For example,
the authors in [43,44] combined reinforcement learning and traditional machine learning algorithms to find a
way of automatically selecting the right hyperparameters for a deep learning model applicable to mobile devices
that is suitable for edge computing devices.

2.3 Common Frameworks for Training and Testing of Deep Learning Models
As deep learning has advanced, it is reasonable and no surprise that researchers are looking for open-source

software libraries and hardware that support the increasing demand for computational workloads. A number of
open-source software libraries and hardware tailored to certain applications are available for deep learning
algorithm testing and training on edge devices. These include Google’s Tensor Processing Unit (TPU),
NVIDIA’s Graphical Processing Unit (GPU), Intel’s Application Specific Integrated Circuits (ASICs), TinyML
(a microcontroller unit for interfacing), cloud computing for training and deployment, etc., that have been
specifically designed to support the heavy computational need for deep learning. Some open-source software,
such as Google’s TensorFlow [45], is an implementation framework that may be used on heterogeneous
platforms and an interface for training and inferring deep learning algorithms. The Raspberry Pi and other edge
devices can execute a deep learning algorithm that was trained with TensorFlow. Another optimized version of
TensorFlow used for IoT devices, known as TensorFlow Lite [46], was proposed in 2017. To improve
performance, mobile GPU support was added later in 2019. However, training a network from scratch using
TensorFlow Lite is not possible. Only on-device inference is possible. It can achieve low latency by
compressing the pretrained deep learning model. To expedite deep learning workloads, Google leverages GPU
and TPU in their data center as part of their cloud infrastructure. Google introduced TPU support for edge
applications in 2016, and it later evolved into the latest edge TPU [47], which is now extremely popular. It can
provide significant power for cutting-edge machine learning while yet being energy efficient. As an example, it
is stated by Google that edge TPU enables users to execute mobile versions of deep learning models such as
MobileNetV2 at nearly 400 frames per second.

Another deep learning framework, Caffe [48], was created with speed, expression, and modularity in mind
by Yangqing Jia’s Berkeley AI research group. For industry deployment and research experiments, Caffe’s
speed is ideal for deep learning models. For example, with a single NVIDIA K40 GPU, Caffe can process up to
60 million images per day. That is, 1 millisecond (ms) per image for inference and 4 ms per image for training.
The latest version, Caffe2, with more recent libraries and faster hardware, is maintained by Facebook. Caffe2 is
recently merged with PyTorch [49], another deep learning framework that focuses on the integration of research
prototypes with production deployment. The PyTorch Mobile [50] runtime beta release allows researchers to
seamlessly go from training a model to deploying it on edge devices while staying completely within the
PyTorch ecosystem. Some of the key features that PyTorch Mobile possesses are the support for different
operating systems, such as IOS, Android, and Linux. Also, it provides APIs that cover the pre-processing and
integration tasks needed for deep learning algorithms to be incorporated into mobile applications.

For efficient and faster deep learning training and inference, the GPU plays a significant role. NVIDIA's
GPUs have long played a significant role in the AI sector. A GPU contains more logical cores (also known as
arithmetic logic units) than a CPU, allowing it to process multiple instructions at once. NVIDIA offers an
amazing range of GPUs for desktop, enterprise, and edge-class computers in addition to developer kits that
facilitate edge deep learning. Most of them have characteristics like tensor cores to speed up deep learning
performance, CUDA (Compute Unified Device Architecture) cores [51], and CuDNN (CUDA Deep Neural
Network) libraries [52]. With the help of NVIDIA’s CUDA-enabled GPU, CUDA cores are used to enable
general purpose computing along with parallel processing capabilities. Alternatively, tensor cores can provide
125 TFLOPS (trillion floating-point operations per second) of optimum performance for matrix calculations in
neural network training and inference, hence scaling the performance of a deep learning model. An interface for
using Tensor cores in deep learning applications is provided by CuDNN libraries.

While the CUDA and CuDNN libraries are useful for training and inferring deep learning models on
desktop computers, they are not designed to meet the needs of current mobile devices with limited processing
capabilities, such as smartphones. To provide experimental GPU capabilities on smartphones, Android
developers are currently utilizing Tensorflow Lite. Researchers are concentrating on edge-specific development
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kits like the NVIDIA Jetson Nano and the NVIDIA Jetson Xavier NX instead of smartphones. Both of them
work with the NVIDIA JetPack SDK, which comes with TensorRT, NVIDIA's high-performance deep learning
inference engine, the bootloader, the Linux kernel, firmware and drivers, the CuDNN libraries, the CUDA
toolkits, and VisionWorks (a software development package for computer vision) [53]. For edge development,
the Jetson Xavier NX is the most powerful platform available, featuring a 384 CUDA and 48 Tensor core
NVIDIA GPU. It can compute up to 6 TFLOPS (FP16) and 21 TOPS (INT8). Intel’s Edison kit, designed
specifically for IoT experimentation, is available for use with IoT devices [54].

2.4 Background on Facemask Detection Algorithm
The facemask detection algorithms have been thoroughly discussed along with their features, performances,

and limitations in this section. For facemask detection, CNN is used by most of the researchers because CNN
architecture has been shown to be superior in image classification tasks. Other researchers went for hybrid
approaches that used a combination of machine learning (ML) and deep learning (DL)-based algorithms. Figure
4 depicts a general flowchart of the working principle of the facemask detection algorithm. From the figure, it
can be seen that the process of facemask detection is a combination of object detection inside an image or video
frame and then classifying the image as being either with or without a mask.

Figure 4. Fundamental framework for facemask detection algorithms.

2.4.1 Object Detection

Object detection is an algorithm for detecting an object of interest from an image or from a video frame
using computer vision. It has brought a revolutionary change to the image processing domain. It can detect
multiple objects inside an image and categorize them as different objects, such as a human face, cats, cars, a
brain tumor, etc., within a split second, and its application domain is expanding day by day. There are two basic
learning algorithms such as object classification and localization exist in deep learning, and are the key
components of an object detection algorithm. Object localization determines an object’s location inside an
image by creating a bounding box surrounding the object. On the other hand, object classification attaches a
label to an image. Face detection is a highly researched object detection category by researchers due to various
application demands. Traditional object detection methods such as the Viola-Jones detector [55], the Histogram
of Oriented (HOG) detector [54], the Scale Invariant Feature Transform (SIFT) detector [56] and the
Deformable Part-Based Model (DPM) [57] detector can detect multiple objects from an image, but these
algorithms have the major drawback that they do not consider the occlusion and have poor generalization ability
and robustness. Because of these limitations, DL-based algorithms have become the mainstream research
method for object detection. DL algorithms are capable of learning contextual information and complex features
as well as efficiently handling occlusion. Compared to object detection, facemask detection is a bit of a
complicated process because it is more difficult to extract features from a masked face than it is to do so without
a mask. Every face mask detection algorithm maintains two stages for face mask detection. In the first stage,
faces are detected from the image, and then in the second stage, the feature is extracted to classify between with-
mask and without-mask faces. Since CNN architecture has been proven to be superior at extracting features
from an image, it is widely used for face mask detection.

Object detection algorithms using the CNN architecture have been categorized into two-stage and one-
stage detectors. A two-stage detector first determines and processes a region of interest (ROI) from the image
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using a search algorithm. Then, from each ROI, a CNN feature vector is extracted individually. Some popular
two-stage detectors are region-based CNN (RCNN) [58] fast RCNN [59], and faster RCNN [60]. A two-stage
detector can achieve high precision but suffers from poor real-time performance. On the other hand, a one-stage
detector is based on the concept of regression, directly predicts the coordinates of the ROI, and categorizes the
target in a single step. They bypass the stage of region detection consumed in a two-stage detector. This type of
detector is fast enough to meet the real-time requirement at the expense of low precision. Some examples of
one-stage detectors are You Only Look Once (YOLO) [61] and its variants [39,62]. Single Shot Multibox
Detector (SSD) [63], RetinaNet [64], etc. YOLO can achieve the best performance almost in real-time. SSD
typically yields excellent results when utilized for object detection. The foundation of RetinaNet is a feature
pyramid network.

2.4.2 Facemask Detection

The CNN architecture was used by the majority of existing algorithms for facemask detection because
CNN extracts complicated features with exceptional performance. from images using its convolution and
pooling operations to help classify the image correctly. Some popular CNN models that are used for facemask
detection are MobileNetV2, ResNet50, DenseNet, VGG-16, NASNet-Mobile, etc.

Fan et al. [11] proposed a DL-based single-shot lightweight facemask detector for the embedded devices.
They have used a depth-wise separable convolutional network based on MobileNet as its backbone network and
a feature pyramid network to fuse low-level layers with high level information. To cope with the problem of
using a feature pyramid network to extract complex features, they have also proposed a residual context
attention module (RCAM) and a synthesized Gaussian heatmap regression to focus on extracting the complex
features related to the facemask region. Evaluations on two publicly available datasets reveal that their proposed
model achieved a mean average precision (mAP) that is higher by 1.7% on the Moxa3K [65] dataset and
10.43% on the AIZOO dataset [66] as compared to the YOLOv3-tiny [62] model. However, this method
requires extra computation to generate the Gaussian heatmap, and due to the limitations of the dataset, the model
is unable to discriminate between masks worn appropriately and incorrectly. In order to differentiate between
wearing a mask, not wearing a mask, and wearing a mask incorrectly, Kocacinar et al. [34] devised a two-stage
deep mobile system. They have used the MobineNet, VGG-16, and ResNet models as the base models and the
transfer learning technique to classify among the three classes.

Albalas et al. [67] proposed a model that fused graphs and CNN architecture. A geographical similarity of
facial nodes is measured using a distant graph, and then to compute the correlation between any two facial nodes,
the correlation graph is formulated. Transfer learning is also employed and finally, discriminant graph
convolutions are constructed by fusing the distant and correlation graphs. Experimental results show that their
proposed model can achieve 98% accuracy on two-class classification and 86% accuracy on three class
classification using MAFA dataset [68]. Jiang et al. [69] proposed a model called RetinaFaceMask. The
RetinaFaceMask model is divided into three parts. The backbone network, the neck network, and the head
network are all interconnected. In the backbone network, they used ResNet as the backbone network to extract
features from the image. For the neck network, they employed a feature pyramid network for extreme accuracy.
A detector or classifier makes up the head network in which they have employed a context attention module to
increase the precision of classification. Because of the limited dataset, they also utilized the transfer learning
strategy. However, because of this complex CNN network architecture, the computation overhead is large.

YOLOv2 and ResNet-50 were combined to create a facemask detection model that was proposed by Loey
et al. [70] YOLOv2 is an updated version of YOLO and is a feature extraction and classification algorithm.
ResNet-50 is a lightweight residual network of the original ResNet with only 50 layers. They have used two
datasets, namely the facemask dataset [71] and the medical mask dataset [72], to train and test their model. They
also used a data augmentation strategy and to improve the model estimation of the anchor boxes are utilized.
There were two optimizers used: SGDM and ADAM in their research to obtain a comparative result between
these two optimizers. The average accuracy is only 81%, and their model cannot be used to identify masked
faces from videos.

Face detection using only a traditional ML-based algorithm is not a feasible solution. Therefore, some
researchers combine the DL-based algorithms withML-based classifiers (support vector machines, decision trees,
etc.) to obtain better results. Ristea et al. [73] proposed a model to detect a facemask from a speech signal. Their
suggested model is split into two main sections: (i) using cycle consistency loss to train generative adversarial
networks (GANs) to distinguish utterances between two classes (mask- and mask-free); and (ii) for each
transformed pronunciation, they have assigned two opposite levels using cycle consistency GANs. A ResNet
network with varying layer depths received the original and altered accents as input in the form of spectra. All
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the outputs of different ResNet networks were combined and fed to the SVM classifier to predict the final result.
The model requires a long processing time due to its complex architecture. They compared their results with and
without data augmentation and reported an accuracy of only 74.6%.

A facemask detecting system was proposed by Nieto-Rodriguez et al. [74] to sound an alert when medical
staff members enter the operating room or medical room without wearing a surgical mask. For face mask
detection, they used two detectors (one for face detection and the other for mask detection) and two color filters
(one for each detector). They have used the traditional Viola-Jones detector as the face detector and a variant of
AdaBoost called LogitBoost [75] for detecting face masks. However, it has some problems. For instance,
because it relies on two color filters, any clothes in close proximity to the mask area may produce inaccurate
results. By applying synthetic rotation [76], this problem is solved. Because this model is only trained using
surgical masks and the traditional AdaBoost algorithm, its performance is not as good as that of other DNN
models.

Snyder et al. [77] proposed a facemask detection system that can detect unmasked personnel in the public
area using a robot called Thor. They have utilized three deep learning modules in the robot to achieve this task.
For feature extraction from the images, they have combined the ResNet model and feature pyramid network in
their first module. They used multi-task CNN (MT-CNN) to detect faces from human subjects in the second
module. MT-CNN is used as the face extractor from the video frame introduced by Zhang et. al. [78] and is
widely used in face detection-based research [79]. Then in their third module, they have constructed a neural
network-based model to classify between masked and unmasked faces. They have evaluated their proposed
model using a dataset collected by the robot from public places. The images were taken from distant locations
and at various angles. Because of these challenging scenarios, they reported an F1-score of 87.7%.

A summary of the facemask detection techniques including the models, datasets, results, and areas for
future study is depicted in Table 1.

Table 1. A summary of the facemask detection techniques including the models, datasets, results, and areas for future study.

Literature Used Model Dataset Advantage Disadvantage

[11] RCAM,
MobileNet-V2

AIZOO [66]
Moxa3K [65]

Single Shot Lightweight
Model
Applicable to embedded
device.

Extra computation to generate Gaussian
Heatmap.
Identification between correctly and
incorrectly worn mask is low due to
limitation of dataset.

[69] RetinaFaceMask MAFA-FMD [69] Accuracy is high. Computational Overhead is large.

[70] YOLO-v2,
ResNet-50

MAFA-FMD [71],
MMD [72]

Data Augmentation is used to
enhance the quality of dataset.
Two optimizers are used for
comparative results.

Relatively small dataset.
Accuracy is low.
Cannot be used for video stream.

[34] MobileNet, VGG-16,
ResNet.

Custom made
dataset from 5

datasets.

Real time facemask detection.
Applicable to edge devices.

Accuracy is low.
Dataset is small.

[67] Graphs, CNN MAFA [68] High accuracy on two class
classification. Low accuracy on three class classification.

[77] ResNet, MT-CNN
Custom made

dataset collected by
robot.

Incorporate challenging
scenarios. Accuracy is low.

[33] SRCNet MMD [72]

Increased the resolution of the
images using the SR network.
High accuracy.
Light-weight model.

Small dataset.
Cannot be used for video stream.

[68] LLE-CNN MAFA [68] Large and diverse dataset.
Robust classification.

False detection of occlusion regardless of
facemask.
Sideface orientation affects the accuracy.

3. Materials and Methods
The research work uses a dataset (facemask detection ~12K dataset) from Kaggle that has been released in

the public domain under the Creative Commons Zero (CC0) license, allowing the use of the dataset without any
copyright restrictions. For testing and demonstration purposes, the corresponding author himself was the
participant and used his own pictures.
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3.1 Dataset
The model is trained with a facemask dataset [80] from Kaggle. The dataset includes 12000 images of

people wearing or not wearing masks in indoor and outdoor settings. All the images with face masks (6000
images) are scraped from Google, and all the images without face masks (6000 images) are pre-processed with
the CelebFace dataset [81]. Therefore, the dataset is balanced. The dataset is divided into train, test and
validation sets. The data distribution graph is shown in Figure 5. In the dataset, there are various types of images.
The characteristics differ greatly in terms of illumination, occlusion, scale, and poses. For instance, the face can
take up a significant amount of space in certain photos while taking up very little space in others. Faces are also
occluded by some objects and lie in different locations in the image (e.g., the center, left, right, corner, etc.).

Figure 5. Data Distribution

3.2 Pre-processing the Dataset
Before training the model, a set of pre-processing steps are applied to the image data. The mobile device

input requirement is (224 x 224) pixels. Thus, the images have been down sampled to (224 x 224) pixels. In
order to guarantee that the extracted features have an equal distribution range, the images have also been
rescaled to limit the pixels in the range of [0, 1]. Normalization and standardization are then applied using mean
subtraction and division by standard deviation. The dataset has been augmented (rotated, resized, zoomed,
flipped, etc.) to ensure that the model can distinguish the masks and identities of persons in a variety of
situations without being overfitting or underfitting on the dataset. By preprocessing the facial images in the
recommended manner, the trained model can more accurately identify between different angles and perspectives
of similar faces.

3.3 Software Specifications
To implement and deploy the model, TensorFlow and Keras [82] have been used as the main tools.

TensorFlow is a deep learning framework supporting both low-level and high-level APIs. It supports CUDA,
Python, and C++. Google Brain created TensorFlow to handle many machine learning tasks on a single platform.
and provide various high-speed processing units such as a normal CPU, a high-speed Graphical Processing Unit
(GPU), and Tensor Processing Unit (TPU) support. Keras is a high-level neural network API written in Python
that runs on top of TensorFlow. TensorFlow and Keras provide a high-level API to support custom-made
models as well as pretrained transfer learning models to solve a specific problem.

3.4 Light-Weight Facemask Detection Model
Here, proposed framework’s fundamental architecture for face and mask recognition has been discussed.

Two key modules make up the architecture of the two-stage framework. The first module uses the Caffe-DNN
module to do face detection at the initial stage, and the second module uses the proposed lightweight CNN
model (FaceLite) as shown in Figure 6 to accomplish face mask recognition. Six unique CNN models based on
transfer learning are also included in the second stage.
 Face Detection Module: Caffe model [48] which is based on the Single Shot-Multibox Detector (SSD) and

uses ResNet-10 architecture [30] as its backbone to detect faces from the image has been used. For
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conducting object identification and recognition, Caffe models were developed as an efficient and rapid
replacement for previous frameworks.

 Facemask classification Module: The proposed CNN model for classifying face masks has been used in the
second stage, which involves face mask identification. Additionally, in order to create customized models,
transfer learning has been used to develop six pretrained CNNs: MobileNet-v2 [32], Inception-v3 [83],
ResNet-50 [30], DenseNet-121 [84], Xception [85], and NASNet-Mobile [86]. The input for each of these
models is the Region of Interest (RoI) obtained from the face detection module, and their classification-
based results include face mask recognition. The architecture of the suggested CNN model and six
customized models based on transfer learning are covered in the section that follows.

Figure 6. Proposed CNN-based Light-weight Facemask Detection Model.

3.4.1 Proposed Light-Weight CNN Model

An image classification CNN for the face mask identification job has been developed, allowing for the
categorization of input images without reliance on pre-trained models. The goal is to create a simple,
lightweight model that will help find patterns connected to every group of images and lower the dimensionality
of the images.

Because Keras’ functional API is more flexible than Sequential API, the custom model in TensorFlow has
been constructed. It is a method for creating layer graphs that enables the addition of new layers to directed
acyclic graph (DAG). The initial size of the input image to the network in the model definition is 224 x 224
pixels with three channels. A color image that has been scaled to 224 x 224 x 3 pixels for training and testing
purposes is the input for the proposed model. Figure 6 shows the general architecture of the model.

The model’s architecture is made up of ten convolutional blocks, each of which has a convolutional layer
and a ReLU layer as the activation function. Max-pooling layers have been placed carefully after 2, 3, or 4
successive convolutional layers. 16 filters of size 3 by 3 are used in the first two convolutional blocks. Each
filter moves across the entire image and, using the ReLU activation function, outputs a unique 2D activation or
feature map. The resulting volume's spatial dimensions are subsequently reduced by applying size 2 by 2 max
pooling. Convolutional blocks number two, three, and four were added; each of these blocks had 32 filters
layered on top of it. After that, the input dimension was reduced once again by using the max-pooling layer.
Then another three convolutional layers were followed by another max-pooling layer, and finally four
successive convolutional layers were followed by a max pooling layer. Just before connecting the output of the
convolutional layer to the fully connected layer, an average-pooling layer was deployed to reduce the dimension
of the feature map further while retaining the important features extracted by the filters. To extract more features,
an increasing number of filters were used as the model went deeper into the architecture.

The output feature maps of the last convolutional layer must be transformed into one-dimensional array to
produce the prediction. In the model, there is a flatten layer that takes a multidimensional output and linearizes it
such that the dense layer may accept it as input. Then two dense layers were included, each having 128 neurons
are called fully connected (FC) layers. To prevent the network from over-fitting, a dropout layer (dropout ratio
value of 0.4) was included after the initial FC layer. More FC layers provide larger coverage for the entire
spatial dimension of the image and improve interpretation between the features retrieved by the convolutional
blocks and the predictions.

Finally, a dense layer with two output neurons was created with SoftMax as the activation function. As a
result, the number of output nodes in our final dense layer equals the class numbers. The target class
probabilities are produced, with a range of values from 0 to 1, and the aggregate of all values being 1. The

https://orcid.org/0000-0003-0538-1212


Computer Networks and Communications 86 | Anup Kumar Paul

detailed architecture with number of trainable parameters along with the filter size, stride, padding, output image
size after every convolutional and maxpooling operation are shown in Table 2.

Table 2. Details of the proposed FaceLite model architecture.

Layer Type Output Shape Number of Parameters

Conv2D (222, 222, 16) 448
Conv2D (220, 220, 16) 2320

MaxPool2D (110, 110, 16) 0
Conv2D (108, 108, 32) 4640
Conv2D (106, 106, 32) 9248
Conv2D (104, 104, 32) 9248

MaxPool2D (52, 52, 32) 0
Conv2D (50, 50, 64) 18496
Conv2D (48, 48, 64) 36928
Conv2D (46, 46, 128) 73856

MaxPool2D (23, 23, 128) 0
Conv2D (21, 21, 128) 147584
Conv2D (19, 19, 128) 147584
Conv2D (17, 17, 128) 147584
Conv2D (15, 15, 256) 295168

MaxPool2D (7, 7, 256) 0
AvgPool2D (1, 1, 256) 0

Flatten 256 0
Dense 128 32896

Dropout (40%) 128 0
Dense 128 16512
Dense 2 258

Total Trainable Parameters 942770

Overall system architecture of the proposed system is shown in Figure 7. The proposed system is a two
step system where first the proposed facemask model is trained using preprocessed image data. Once training is
complete, the model is saved to the disk for later use. In real time face mask detection from video or image data,
first the face is detected using a face detector with the help of OpenCV and resNet-10-ssd-Caffe model. The
region-of-interest (ROI) that is face is extracted and detected from the image and then fed into the facemask
detector module as an input. Then the proposed trained model faceLite is applied on the detected ROI to classify
between with-mask and without-mask image.

Loading of the 
image dataset

Pre-process the 
images: data 
augmentation

CNN Model Training PhaseData Pre-processing Phase

Loading face 
detection model:

resNet10-ssd-caffe 

Detecting faces in 
images and video 

streams using openCV

Extracting the 
Region of Interest 

(ROI)

Applying the face 
mask detector

With mask

Without maskInput Image or 
Video

Testing Phase in Real Time Video

Figure 7. Proposed System Overview of Facemask Detection Model.
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3.4.2 Customized Model Based on Transfer Learning

In the transfer learning methodology, a previously trained model on a large dataset is reused as the base
model on a new related task. The main advantage of using transfer learning in classifying medical image data is
that if a model is trained on a large dataset, one can achieve high accuracy with the same model (after fine
tuning) even on a small dataset. In transfer learning, there is no need to train the entire model from the
beginning to fit the model on a dataset. Rather, the base convolutional layer already contains optimized
parameters that are useful for image classification. However, the top layers of the model are specific to the
image classification category and subsequently specific to the old classification task. Thus, it is needed to
unfreeze a few top layers of the model, add a few dense layers to match the new classification category, and
finally train the newly added dense layers along with the classification layer at the output of the model. In this
way, fine-tuning the higher-order feature representations of the image of the base model to make them more
closely connected to the classification of the new task. In this paper, six different base models were used such as
MobileNet-v2, Inceptionv3, Xception, ResNet-50, NASNet-Mobile, and DenseNet-12 and applied transfer
learning methodology to classify faces with and without masks.
 MobileNet-V2: The lightweight architecture of MobileNetv2 is designed to function well on embedded

mobile devices. Its foundation is an inverted residual structure with thin layers serving as bottlenecks at the
residual block's input and output. It applies depth-wise separable convolutions to each color channel to
extract the features. By reducing the non-linearities in n-array layers, it keeps the representational power.
There are two basic building blocks in its architecture. For shrinking, the first and the second residual block
has a stride of 1 and 2 respectively. The two blocks have three layers each. A depthwise convolution is used
for the first layer, a 1x1 convolution using ReLU6 [87] for the second, and a linear 1 x 1 convolution for the
third. The fundamental idea is to employ bottlenecks to encode inputs and outputs while using the inner
layer to encapsulate the transformation from pixels to image categories.

 ResNet-50: ResNet-50 is a significantly more complex CNN-based architecture, but instead of using FC
layers, it uses global average pooling and that's why its size is noticeably reduced. Without impacting the
model’s performance, it trains deep layers using skip connections and batch normalization. The issue of
vanishing gradients makes it challenging to train deep CNNs. ResNet-50, on the other hand, offers a
solution by offering skip connections, also referred to as gated units. It is feasible to train the 152-layer
model with less complexity than the VGG-16 thanks to these gated recurrent connections [26]. Rather than
learning the straight mapping, it applies residual functions for a small number of stacked layers. It can be
trained more quickly as compared to VGG-16 because it has 23 million parameters. With one significant
exception, Resnet-34 is the foundation of the ResNet-50 architecture. That is a modified bottleneck design
building block that uses a stack of three levels rather than two. The skip connections don’t have additional
parameters, which reduces computing complexity and enables the transfer of important information from
one layer to the next.

 Inception-V3: Inception-V3 concentrates on the less powerful computing resources by introducing the
concept of factorized convolutions. It seeks to cut back on parameters without adversely compromising the
network’s effectiveness. It folds the data into convolutions by substituting big convolutions for smaller ones
in order to do this. For instance, replacing one 5 x 5 convolution (5 x 5 = 25) with two 3 x 3 convolutions (3
x 3 + 3 x 3 = 9 + 9 = 18) reduces the parameter from 25 to 18. It also performed factorization into
asymmetric convolutions in a comparable way. It also features an additional classifier that functions as a
regularizer.

 Xception: "Extreme inception" is what Xception stands for. To enhance multi-scale feature extraction, the
Inception model serves as inspiration. The improvements from ResNets and Inception are combined. The
concept of depth wise separable convolution served as the foundation for the design of the Xception model.
The Xception model consists of three main sections: the main flow, the middle flow (which consists of eight
repetitions of the same block), and the exit flow. With the exception of the first and last modules, it has 36
convolutional layers that are organized into 14 modules with linear residual connections. Following all
convolution and separable convolution layers is batch normalization.

 DenseNet-121: The basic CNN design has been modified to create the DenseNet-121 architecture. One 7 x
7 convolution, 58 3 x 3 convolutions, 61 1 x 1 convolutions, four average pooling layers, and one fully
connected layer make up the DenseNet-121 architecture. The key elements of its architecture include
bottleneck layers, growth rate, connectivity, and dense blocks. The CNN’s next convolutional layer receives
the feature map from the preceding layer. In this way, CNN provides L direct connections for L levels. On
the other hand, the core idea of DenseNet-121 is the concatenation of feature maps from previous layers so
that there are L(L+1)/d direct connections for each L layer. The DenseNets utilize the potential
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representational power through feature reuse and solve the vanishing gradient problem instead of using
highly deep or wide architecture.

 NASNetMobile: NASNetMobile is short for Neural Architecture Search (NAS) Network. NASNetMobile
is a scalable CNN architecture based on reinforcement learning, made up of cells that serve as the
fundamental structural components. Cells are used for operations like pooling and separable convolution.
Depending on the capacity of the network, these procedures are repeated. There are 5.3 million trainable
parameters and 12 cells in the NASNet mobile architecture.

4. Experimental Results and Performance Analysis
The experiments were caried out on Tensorflow [45] and Google Colaboratory [88] notebooks using

Python and the Keras [89] library to evaluate the proposed model and transfer learning-based customized
models. The model was trained over 50 epochs. The batch size was set at 32, and the loss function was
optimized using the ADAM optimizer with a learning rate of 0.0001 and decaying across the epochs. The base
model was built within the framework of the suggested system, and subsequently included this model in a
mobile environment.

4.1 Performance Evaluation Metric
Accuracy, precision, recall, and F1-score were the four common evaluation metrics utilized to compare the

performance of the proposed model and the customized model based on transfer learning on the with-mask and
without mask datasets. In order to describe the evaluation measures, the terms "True Positive (TP), "False
Positive (FP)," "True Negative (TN)," and "False Negative (FN)" were first defined. Suppose that the two
classes (with-mask and without-mask) in the dataset are referred to as the "positive" and the "negative" classes,
respectively, for a binary classification issue. Then TP refers to those examples being correctly identified as
positive examples belonging to a positive class. Examples that should have been categorized as negative but
were instead placed in the positive category are referred to as FP. An example belonging to the negative class
and correctly categorized by the model is referred to be TN. FN stands for an example that belongs to the
positive class but is mistakenly categorized as belonging to the negative class. The evaluation metrics can be
defined as follows:
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4.2 Experimental Results
Using evaluation matrices, the experimental findings have been thoroughly discussed in this section. The

experimental findings have been collected from still images. Additionally, a mobile device’s camera is used to
record live videos to gather the experimental data. Two subsections make up the explanation of the results and
in-depth discussion. In the first subsection, the experimental results of the suggested model on a test dataset
were shown, and in the second, the experimental findings of the face detection module were discussed in
conjunction with the Caffe-DNN module to identify facemasks in real-time video images.

4.2.1 Facemask Identification

The model’s training and validation results for the facemask identification task are shown in Figure 8 and
the confusion matrix is shown in Figure 9. The Figure 8 shows that during the training and validation phase, the
accuracy rises steadily to nearly 99%. The model’s continued excellent training and validation accuracy
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demonstrate that neither overfitting nor underfitting might be affecting the model’s capacity for generalization.
Furthermore, in a constrained number of training epochs, the model can rapidly learn and converge.
Additionally, during the training phase, the misclassification rates shown by the loss function are incredibly low,
averaging approximately 0.015, and increase to approximately 0.016 during the validation phase. These
outcomes can also be realized by the confusion matrix shown in Figure 9. From the confusion matrix, we can
see that the proposed model FaceLite predicts only 0.22% images as without-mask images (false negative) and
only 2.29% images were misclassified to with-mask images (false positive).

Figure 8. Training loss and validation accuracy curve of FaceLite Model

Figure 9. Confusion matrix of FaceLite model

The training and validation results for the transfer learning models are shown in Figure 10. Transfer
learning models’ training and validation accuracy are nearly perfect. The sophisticated architecture of the
transfer learning model is the key to achieving such high accuracy. It is also obvious from the confusion matrix,
as shown in Figure 11. All the models’ false-negative and false-positive rates are very low. Among all the
transfer learning-based models, MobileNet-V2’s total training parameters are the lowest and thus have slightly
higher false-positive and false negative rates. Thus, it is obvious from these results that, to achieve high
accuracy, a trade-off must be made to increase the number of parameters and thus the model’s disk size. In that
respect, it can be claimed that the FaceLite model achieves significantly higher accuracy while keeping the
number of trainable parameters the lowest among all the other models. This is a highly desirable characteristic a
lightweight model should possess to be applicable to edge computing devices. To describe and choose the best
discriminating descriptor of facial important features, the proposed model, FaceLite, generated fewer than 1
million parameters with a 99% total accuracy. Furthermore, the proposed model's ability to distinguish both
masked and unmasked faces is demonstrated by the outstanding detection accuracy as measured by recall,
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precision, and F1-score. The test dataset results demonstrate the proposed model's exceptional accuracy in
predicting masked faces, with F1-score, precision, and recall all reaching values of 0.99, 0.99, and 0.99,
respectively. Additionally, it achieves high accuracy in predicting unmasked faces in the test dataset, with
precision, recall, and F1-score of 0.99, 0.99, and 0.99, respectively. To achieve this accuracy, the proposed
model’s disk size is only 11.45 MB which is the lowest among all other models’ disk sizes as can be seen from
table 3. This paper’s aim was to build a lightweight model applicable to edge devices while retaining high
accuracy.

(a) MobileNet-V2 (b) ResNet-50

(c) Inception-V3 (d) Exception

(e) DenseNet121 (f) NasNetMobile

Figure 10. Training loss and validation accuracy curve of various transfer learning models.
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(a) MobileNet-V2 (b) ResNet-50

(c) Inception-V3 (d) Exception

(e) DenseNet121 (f) NasNetMobile

Figure 11. Confusion matrix of various transfer learning models.

As a result, the model can detect masks accurately even when they have a variety of colors, styles, shapes,
and coverage regions. Therefore, based on testing results, it can be said that the suggested model has a 99%
accuracy rate in identifying masks. A overview of the performance outcomes derived from the confusion matrix
is shown in Table 3 and attained by various transfer learning-based models in addition to the proposed model.
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Table 3. Performance characteristics of various facemask detection models

Model Class Category Precision Recall F1-Score Accuracy Total Parameters Model Size (MB)

FaceLite
With Mask

Without Mask
0.99
0.99

0.99
0.99

0.99
0.99

0.99 9,42,770 11.45

MobileNet-V2
With Mask

Without Mask
0.99
0.99

0.99
0.99

0.99
0.99

0.99 24,22,210 11.50

ResNet-50
With Mask

Without Mask
1.0
1.0

1.0
1.0

1.0
1.0

1.0 2,38,50,242 98.00

Inception-V3
With Mask

Without Mask
1.0

0.99
0.99
1.0

1.0
1.0

1.0 2,20,65,314 91.30

Xception
With Mask

Without Mask
1.0
1.0

1.0
1.0

1.0
1.0

1.0 2,11,24,010 87.00

DenseNet-121
With Mask

Without Mask
1.0
1.0

1.0
1.0

1.0
1.0

1.0 71,68,962 30.90

NasNetMobile
With Mask

Without Mask
1.0
1.0

1.0
1.0

1.0
1.0

1.0 44,05,270 20.90

4.2.2 Deployment in Mobile Environment

To facilitate a quick real-time detection of mask usage, the proposed framework FaceLite was integrated
into an Android-based mobile application. By executing the proposed model locally, TensorFlow Lite could be
used to give mobile devices deep learning capabilities. By significantly extending the deep model response
period, it promoted hardware speedup, minimal memory utilization, and results in portable devices with low-
latency inference efficiency. Facial images were taken using the Android mobile device’s built-in camera when
the model was installed.

The system processed the input in three stages: accuracy with bounding boxes on faces, mask detection,
and face detection. The chosen face detection method (Caffe-DNN) has the following features: it can track faces
in video frames; it can process video frames in real-time; it can recognize and discover facial features; it can
identify facial features; and it can recognize facial expressions. This work employed real-time face detection
using 133 points to represent all facial features. The preprocessing phase was used to resize the image as 224 x
224 pixel values after face detection. The masked facial recognition system's boundaries were also established
by the mobile solution. The system’s digital camera captured an image, which was checked to see if any facial
data was present. If a face was found, its location was surrounded by a frame that displayed details about the
mask’s function and the identity. In accordance with this system, the Android system was modified in mobile
solutions using TensorFlow’s "Object Detection Conical" example. Each face was automatically cropped and
preprocessed before being given into the model, which distinguished between "masked" and "not masked."

Two more bitmaps were defined for processing. For devices with a sensor that was oriented in landscape,
the first step was to rotate the input frame into portrait mode. Each recognized face was depicted using bitmaps,
which were also utilized to trim the discovered face’s position and resize the image to 224 x 224 pixels for the
face detection model’s input. The following choices were selected in our situation: green for "Masked" and red
for "Not Masked." To build an Android application that uses the classes in the face dataset to categorize faces, a
text file with the class names must exist.

Figure 12 shows screenshots of a sample facial image prediction using the proposed FaceLite model. From
the figure, it can be seen that the FaceLite model’s inference time to detect a facemask is only 24 ms. On the
other hand, accuracy is 99.97%. Figure 13 and Figure 14 demonstrate real-time facemask detection (with mask
and without a mask) using different transfer learning models. It can be seen that the accuracy of various transfer
learning models is 100% in detecting whether a person is wearing a facemask or not. However, it can be seen
from Table 4 that the inference times to detect a facemask are 26 ms, 33 ms, 37 ms, 27 ms, 36 ms, and 44 ms for
MobileNet-V2, ResNet-50, Inception-V3, Xception, DenseNet-121, and NasNetMobile, respectively. Table 5
compares the performance of the proposed model FaceLite with other transfer learning models. It is clear that
the proposed model’s inference time on real-time video data is quicker than all other models’ inference time
which is a desirable feature for the implementation of any model on an edge device.
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(a) (b)

Figure 12. Real-time facemask detection using FaceLite model

(a) MobileNet-V2 (b) ResNet-50

(c) Inception-V3 (d) Exception

(e) DenseNet121 (f) NasNetMobile

Figure 13. Real-time facemask detection (with mask) using various transfer learning model
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(a) MobileNet-V2 (b) ResNet-50

(c) Inception-V3 (d) Exception

(e) DenseNet121 (f) NasNetMobile

Figure 14. Real-time facemask detection (without mask) using various transfer learning model

Table 4. Performance comparison of FaceLite model with other transfer learning models on real-time video data

Model Inference Accuracy Inference Time (ms)

FaceLite 99.97 24

MobileNet-V2 100 26

ResNet-50 100 33

Inception-V3 100 37

Xception 100 27

DenseNet-121 100 36

NasNetMobile 100 44
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Table 5. Performance comparison with other state-of-the-art facemask detection models

Model Dataset Data Description Total Images Reported Performance

FaceLite
FaceMask

Detection: 12K
Images Dataset [80]

Images without a mask are preprocessed from
the CelebFace collection, whereas images

with a mask are taken from Google searches.

12000 99% (Precision),
99% (Recall),

99% (F1-Score)

Loey [70] FMDD [71] and
MMD [72]

Combination of facemask and medical mask
dataset.

1415 81% (Precision)

Yadav [36] Customized Dataset Author used customized dataset. 3165 91.7% (Precision)

Amit [90]
RMFRD [91],
FMDD [71],

and FFHQ [92]

To avoid bias and scarcity, combined three
datasets.

7855 98.28% (Precision), 100%
(Recall), 99.13% (F1

Score)

Qin [33] MMD [72] Medical Mask Dataset 3835 98.70% (Accuracy)

Jiang [69] FMD [66] Facemask dataset combined by widerface
[93] and MAFA [68]

7959 68.3% (Mean Average
Precision)

Shimming
[68] MAFA [68] Author introduced the dataset 35806 74.6% (Average Precision)

Wei [94] WiderFace [93] and
MaskedFaces [94]

Trained with WiderFace and finetuned with
MaskedFaces.

200 86.6% (Accuracy),
87.8% (Recall)

4.2.3 Limitation of the Proposed Model

Many of the mask-containing photos in the "facemask detection ~12K images" training dataset are
synthetic. Instead of using photoshopped images of people wearing masks, we should collect real images in
order to further refine the face mask detection algorithm. Even though the fake dataset performed admirably in
this instance, the genuine thing is always preferable. Secondly, photos of faces that could "confuse" the
classifier into believing a person is wearing a mask when they aren't should also be gathered; such examples
include bandanas covering the mouth or shirts wrapped around faces. These are all instances of objects that the
proposed face mask detector might mistake for face masks.

In the proposed approach of determining whether or not a person is wearing a mask, there are two steps
involved:

Step 1: Carry out face recognition.
Step 2: On every face, apply the face mask detector.
This tactic has an issue because a face mask covers part of the face by definition. The face mask detector

won't work if the face is sufficiently hidden to prevent the face from being recognized.
One workaround for that issue is to use a two-class object detector that is trained with a with-mask class

and a without-mask class. Two ways that the model can be improved are by combining an object detector with a
designated class.

First, the object detector will be able to automatically recognize people wearing masks when the face
detector would not have been able to since too much of the face is obscured by them. Furthermore, by applying
the object detector first, we can obtain bounding boxes for individuals wearing masks and those that don't in a
single network forward pass do away with the requirement for face detection and the ensuing face mask detector
model. Such a solution is more "elegant" and end-to-end, in addition to being more computationally efficient.

5. Performance Comparison with Other State-of-the-Art Algorithms
Table 5 shows how the suggested FaceLite model performs in contrast to other cutting-edge algorithms. It

is clear that many works have been completed by fusing different datasets together or even by producing
original images. The table includes descriptions of these datasets as well. An overview of the datasets used in
current facemask detection techniques is provided in Table 5, along with their results for comparison to the
proposed FaceLite model.

6. Conclusion
This paper presented a two-stage face mask identification framework optimized for real-time inference on

Android-powered mobile devices. A DL-based framework was built with two primary parts. The proposed CNN

https://orcid.org/0000-0003-0538-1212


Computer Networks and Communications 96 | Anup Kumar Paul

model and six transfer learning-based custom models were utilized in the second module to perform face mask
identification based on the classification, whereas the first module employed Caffe-DNN to process each frame
for face detection. The actual trials were done, and the outcomes were thoroughly discussed. First, the accuracy
and loss curves for the training and validation datasets for the various models were discussed. After that, the
classification report using the confusion matrix was presented and analyzed the predictions based on metrics for
accuracy, recall, precision, and F1-score to determine how well each model performed on the test dataset.
Through efficient inference with the fewest trainable parameters and disk model size compared to all other
transfer learning models, experimental results showed that the proposed CNN model was effective at face masks
classification with an accuracy comparable to six other transfer learning models. Future plans include for
expanding the framework for human tracking problems and analyzing how the framework improvements affect
the accuracy of tracking across various edge devices.
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