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Abstract: Chord is a Distributed Hash Table widely used for its efficiency in searching for information. The efficiency of

this structure relies on creating short paths of O(log2 n) between two nodes, in which n is the number of nodes. To enhance

efficiency, several studies use replication in the nodes belonging to the network, assuming that searches will converge in

these replicated nodes. This work proposes a convergence formula and analyzes the number of searches converging on

nodes for different network sizes (small, medium, and large), up to one million nodes. The experiments show that the

convergence creates three zones and the results support the replication techniques from previous studies and demonstrate

that it is feasible to replicate in nodes that were not considered in these studies.
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1. Introduction

The Distributed Hash Table is a widely known distributed structure used in various scenarios as a basis for efficiently

searching for information in distributed systems, for example, multimedia systems [1], cloud systems [2], multiagent

systems [3], blockchain systems [4, 5], storage systems [6], IoT systems [7], among others [8]. In the context of computer

networks, the Distributed Hash Table is relevant and used for creating efficient routing and forwarding tables [9], for

establishing low-latency connections [10], for optimizing the network topology for multicast [11], among other situations.

Chord is an implementation of the Distributed Hash Table with a ring-shaped overlay network, where each node

in the network has pointers to its successor in the ring and to other nodes. To find information, it is necessary for the

search request to traverse a path of nodes, starting at any node, called the origin, and ending at the node responsible for the

information requested, called the destination. In other words, the request will be forwarded through several nodes until it

finds the destination node [12].

To improve search efficiency, different works promote the replication of the information requested in some nodes of

the network, whether in successor nodes or in nodes that are part of the path traveled by the request, assuming that searches

converge on them. In this sense, by replicating the information in the proximity to the destination, the path traveled is

reduced, allowing it to be found faster [13].

Although replication in the proximity to the destination is used to improve search efficiency, how close to the

destination should the information be replicated to improve its recovery? Moreover, is it still possible to improve search

efficiency if the replication is not that close? Besides, does the size of the network influence the recovery efficiency?

The motivation for answering these questions is to understand where to replicate and if in these locations it is possible to
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improve search efficiency, which is not covered by previous researches that use the proximity word, but without defining

and measuring it. To answer the questions mentioned above, in this work, we examine the paths traversed by the searches

(creating a tree of paths), develop a formula for convergence for different proximities, and calculate its value for different

network sizes.

The contributions of our work are:

(i) To validate the replication of previous research works;

(ii) To develop a convergence formula for the search paths;

(iii) To know the exact convergence of the nodes, enabling a more insightful replication;

(iv) To show that it is possible to replicate in nodes that were not considered in previous researches, supporting the

replication of the information requested;

(v) To test the convergence in large networks.

The article is structured as follows: Section 2 details the Chord Distributed Hash Table, illustrating the process of

inserting and searching for information. Section 3 examines previous research on convergence and replication. Section

4 introduces the tree of paths and the convergence formula utilized in this study. Section 5 outlines the experiments,

results, and analyzes convergence across various network sizes. Lastly, Section 6 discusses conclusions and future research

directions.

2. The Chord Distributed Hash Table

ADistributed Hash Table (DHT) is a structure that allows it to perform the functions of a normal hash table, but in a

distributed manner. Thus, like the normal hash table, the DHT basically has two functions: get and put. In the first one, the

key is searched to obtain the value associated with it (that was stored in the structure). In the second one, a key-value pair

is stored in the structure. However, in the DHT, these functionalities are carried out in a distributed and efficient manner

among the nodes belonging to the network [14].

Chord is a DHT implementation composed of n logically connected nodes forming a ring-shaped overlay network

and ordered in ascending order by identifiers. In Chord, a node q has: a unique identifier q.ID; pointers to its predecessor p

and successor s; and is responsible for storing key-value pairs, whose key transformed into an identifier corresponds to the

values that are between p.ID+1 and q.ID [15]. Figure 1 shows an example of a Chord network with 8 nodes, in which the

node q has ID = 4, with the predecessor p with ID = 0 and the successor s with ID = 13. In addition, it is responsible for

storing identifiers from 1 to 4.

Besides the predecessor and successor, each node has pointers to other nodes in the ring. These pointers are stored in

a vector called fingertable. Each position i of the node vector with identifier ID is calculated by the formula fingertable[i]

= ID + 2i, which points to the node whose identifier succeeds the calculated value [16]. In Figure 1 the fingertable of the

node q is shown with their respective pointers.

The process to search for a key in Chord (i.e., the get function) is as follows. Some node in the ring must receive the

search request—any node can receive the request. When the node q receives a request req, it will transform the key into an

identifier k (using a hash function). For example, a string key ‘Ubuntu.iso’ is transformed into an identifier k using the

MD5 hash function, i.e., k = MD5(‘Ubuntu.iso’). Then, the node q will search in its fingertable for the node t nearest to k,

forwarding the request req to node t. This forwarding will go through other nodes, forming a path, until it reaches the

one responsible for storing the identifier k. In this context, the search will only need O(log2 n) forwards to find the node

responsible for the key. Note that in each request forwarding, there is an exponential advance in the search space, very

similar to binary search in an array [17]. To understand the logarithmic amount of forwards, consider a fingertable with

size m, such that a node ID ∈ [0, 2m), and two nodes: s, the source, and d, the destination. By the fingertable formula, in s’

fingertable must be a node c such that c.ID− d.ID ≤ 2m−1 in which the 1 in the exponent denotes the first forwarding. After
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log n forwardings, we get 2m − log n = 2m/n, which represents the distance from the last forwarding node to the destination

node d. At this distance, since IDs are uniformly assigned in the ring, there could be one node, in expectation, giving, in

total, log2 n + 1 or O(log2 n) forwardings to reach the destination node [12]. Figure 2 shows the search path for ID = 60

from the source node q, where each arrow corresponds to a search request that was forwarded.

The process to insert a pair key-value in Chord (i.e., the put function) is as follows. A node qmust receive the insertion

request req and transform the key into an identifier k (using a hash function) in the same way as in the search. Then, node

q uses the search process mentioned above to find the destination node d responsible for k and executes the insertion of k

(with its corresponding value) in d. Note that, as the insertion uses the search process, it will need O(log2 n) forwardings

as well.

Figure 1. Chord with 8 nodes

Figure 2. Searching for ID = 60 from node q
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3. Related work

In this section, we present the related works, which have been divided into two parts. In the first part, we analyze the

works that assume the existence of path convergence and focus on information replication to improve search efficiency. In

the second part, we analyze the works that use convergence to shorten the path, consequently improving the efficiency of

the search for information.

3.1 Information replicas

In [18], the authors replicate the information in some nodes of the fingertable responsible for the key requested. The

intention is to distribute the information among the network nodes evenly, given that these nodes are at different distances

from the destination node (by the fingertable’ exponential formula), and therefore in different places on the ring. The

experiments were carried out on small networks of 512 to 4096 nodes, in dynamic scenarios where the nodes could die,

and replicating the information in 12 nodes. As a result, a maximum decrease from 37 to 25 request forwards was obtained

when the node failures were very high.

In [19], the authors use replication in a highly dynamic vehicular network scenario. In this scenario, each vehicle

corresponds to a DHT node, which can enter or leave the network at any time, generating continuous changes in the paths

used to find the information requested. The information replicated is carried out similarly to the previous work, but (a) it is

replicated in all the nodes of the fingertable of the responsible node (not just in some of them); and (b) it considers the

physical distance between the nodes (nodes closer geographically create links among them). The experiments were carried

out on small networks of 100 to 500 nodes, reducing the forwarding of the search for information from 30 to 17.

In [20], the authors extend the fingertable by adding the nodes that have the replica of the searched information.

The replication is carried out in two manners. In the first one, as soon as the information is stored, it is replicated in the

predecessors and successors of the responsible node. In the second one, the information can be replicated in the node that

made the search request assuming that other searches will converge on them. The experiments were carried out on small

networks of 50 to 500 nodes, with a replication probability of 70%, reducing the forwarding of the search for information

from 6.25 to 2.5.

3.2 Path convergence

In [21], the authors mention that the paths traveled by searches for the same key, from different origin nodes, will

intersect in the proximity of the node responsible for the key. According to the authors, this occurs because, in the proximity

of the destination, few nodes are part of the paths leading to the node responsible for the key. With this, it is possible

to replicate the information near the destination to decrease the request forwarding and find the information faster. The

experiments were carried out on a small network of 1000 nodes, reducing the forwarding of the search for information

from 5.7 to 3.2 using replication.

In [22], the authors explore convergence by dividing the network into two disjoint sets of nodes (called domains)

and measuring the exit points. The exit points are those nodes from one domain whose next request forwarding arrives at

a node from the other domain. In the work, it is assumed that the fewer exit points, the greater the convergence. In the

experiments carried out, a medium network was created with 65,536 nodes and with domains of different sizes (small,

medium, and large). The results showed that convergence is greater in small and large domain sizes, and smaller in medium

domain sizes. In addition, it was also found that by choosing the closest node in terms of latency (in the path), the time to

find the information is reduced.

Finally, in [23], the authors consider the convergence of two or more search paths at a common node, close to the

nodes that originated the searches. In the work, two strategies were analyzed, both aiming to reduce the path to find the

information. The first strategy was to replicate in nodes with high convergence, and the second strategy was to replicate

in any node that receives the forwarding. In the experiments carried out, a medium network was created with 16,000

nodes and measured how many replicas are necessary for the strategies to behave in the same way. From the results, it
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was obtained that the second strategy needs five times more replicas to reach the same amount of forwarding as the first

strategy and that, and even then, the first strategy has slightly smaller paths than the second.

It is important to mention that, both for the cited works that focus on replication and for those that use path convergence,

the main differential of the work proposed here is that convergence is analyzed for all nodes of the paths (not only in

some of them), generating a tree of paths, which will allow for replication in nodes that were not considered in the cited

works. Also, unlike previous works that only mention a general convergence statement, with the tree, it is possible to know

the exact convergence at each level, allowing to perform a more informative replication. Additionally, the convergence

was analyzed in large networks, as well as small and medium ones. Considering the studies above, Table 1 compiles the

replication key aspects and the differences from our work.

Table 1. Synthesis of literature works and main differences

Reference Brief Description Difference with Previous Research

[18]
Replicate information at different positions of the

ring, using the destination fingertable. Tested in small
networks of 4096 nodes.

• Develop a convergence formula and measure the convergence
for different proximity values, spanning all nodes in the search
path.

[19]
Replicate information on all nodes stored in the

destination’s fingertable. Tested in small networks of
500 nodes.

• Test the convergence with different small (up to 5000 nodes) and
medium (up to 100,000 nodes) size networks.

[20]
Replicate information in the proximity (predecessor
and successor) of the destination node. Tested in

small networks of 500 nodes.
• Test the convergence in large networks (up to 1,000,000 nodes).

[21]
Replicate information in the proximity of the
destination node. Tested in small networks of

1000 nodes.
• Analyze the replication for different proximity values.

[22]
Replicate information in exit points of a group closer
to the destination node. Tested in medium networks

of 65,536 nodes.

• Test the convergence in small and large networks (up to
1,000,000 nodes).

[23]
Replicate information close to the origin node. Tested

in medium networks of 16,000 nodes.
• Test the convergence in medium and large networks (up to
1,000,000 nodes).

4. Path convergence in Chord

As mentioned in the Introduction, to improve search efficiency, the nodes where the information will be replicated

should be those that allow reducing the path traveled by the search (through requests forwarding) until finding the

information. A path consist of the origin node, all nodes that forward the search request, and the destination node.

As shown in related works, one alternative is to use replication in the nodes belonging to the path traveled by the

requests. In this sense, considering that: different searches are requested for the same information; they are coming from

different origins; and they have at least one common node c in the path, preferably before reaching the destination, then,

the replication would be in c, thus reducing the size of the path, and consequently improving efficiency.

In this context, to understand the proposed concept of convergence, consider several search requests, made by different

nodes of the network, looking for the same identifier k. Note that the paths traveled by the requests will generate a tree

with node k as the root (given that it is the destination node for all the search requests). In this tree, the vertices represent

the Chord nodes through which the search request was forwarded.

In the context of the tree mentioned above, consider that:

• The root of the tree corresponds to level zero;

• Nx is the node with identifier x. present at some level i;

• sub_tree(Nx) is the number of nodes on the subtree whose root is Nx;

• descendents(i) is number of nodes on all levels greater than i.

In this work, we define the convergence of node Nx that is present at level i as:
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convergence(Nx, i) =
sub_tree(Nx)

descendents(i)
(1)

Figure 3 shows an example of a tree whose root, at level zero, is node N12. At level i = 1 are nodes N10 and N11.

According to the definition: descendents(1) = 9, corresponding to nodes N1 to N9; sub_tree(N10) = 6, corresponding to

nodes N1 to N6 and sub_tree(N11) = 3, corresponding to nodes N7 to N9. The convergence of N10 will be sub_tree(N10)

÷ descendents(1) = 6 ÷ 9, and the convergence in N11 will be sub_tree(N11) ÷ descendents(1) = 3 ÷ 9. Note that the

convergence at the root will be 1.

Figure 3. Convergence at level i = 1 of the tree

From the tree of paths created by the request forwarding of searches, it is possible to calculate and analyze the

convergences at each level of the tree. With this, it will be possible to understand at which levels (and in which nodes of

these levels) the information could be replicated to improve search efficiency.

It is important to note that, for this work, we assume the tree has static paths, meaning they do not change with

dynamic behaviors, such as adding or removing nodes. Additionally, the destination node is the same for all nodes, which

avoids having different destination nodes and, consequently, different trees.

5. Experimental evaluation

The experiments are carried out via simulation, considering a network size composed of n nodes. The calculated results

have 95% confidence intervals within 5% of the mentioned values, for a total of 30 simulation runs. In the simulation, each

Chord node makes a search request for the same identifier k (i.e., all searches will arrive at the same destination node),

initially obtained randomly.

5.1 Metrics

Consider a search tree with level i = 0 as the root and height h (i.e., the greatest distance between the root and any

node). For each level i of the tree, the following metrics were obtained:

• Conv1 corresponds to the value of the greatest convergence at level i. In other words, how much the most important

node at this level contributes to convergence;

• Conv5 corresponds to the average of the five largest convergence values at level i. In other words, how much the 5

most important nodes in this level contribute to convergence;
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• Conv10 corresponds to the average of the ten largest convergence values at level i. In other words, how much the 10

most important nodes in this level contribute to convergence.

With these metrics will be possible to understand how many searches originating at levels greater than i converge at 1,

5, and 10 nodes at level i, respectively. In any metric, a high value represents high convergence. A low value represents

low convergence.

5.2 Results

In the graphs of the following figures, it is possible to observe the averages of the three metrics mentioned above (i.e.,

Conv1, Conv5, and Conv10). In each graph, the X-axis represents the level from the destination node. In other words,

how many request forwards are left to reach the destination node, disregarding the level zero that only has the destination

(consequently, with 100% convergence). The Y-axis represents the convergence at the level, in percentage, for each of the

three metrics mentioned above.

Figure 4 shows the metrics for a small network size of 1000 nodes. In this figure, it is possible to observe that, for one

extreme of the tree (i.e., level 1), the most important node, Conv1, has a convergence of 69%, the 5 most important nodes,

Conv5, have a convergence of 98%, and the 10 most important nodes, Conv10, have a convergence of 100%. For the other

extreme of the tree (i.e., its height or level 10), Conv1 has a convergence of 54%, and both Conv5 and Conv10 have a

convergence of 100%. Approximately in the middle of the tree (i.e., level 6), which has the lowest level of convergence,

Conv1 has a convergence of 15%, Conv5 has a convergence of 40%, and Conv10 has a convergence of 54%. The data

was consolidated in Table 2, where the column m corresponds to the level with the lowest convergence and the column h

corresponds to the height of the tree.

Figure 4. Convergence in a small network with 1000 nodes

Table 2. Convergence values for a network with 1000 nodes

Metrics Level 1 Level m Level h

Conv1 69% 15% 54%
Conv5 98% 40% 100%
Conv10 100% 58% 100%
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Considering the difference among the curves of the three metrics, it is possible to observe that the distance between

them, given a specific level, remains approximately the same (if the extreme levels are not considered—i.e., level 1 and

level h, the height of the tree) and the distance is more noticeable from the middle of the tree.

Figures 4–10 show the tree metrics for network of sizes with 1000, 5000 (small networks), 10,000, 50,000, 100,000

(medium networks), 500,000 and 1,000,000 nodes (large networks), respectively. Tables 2–8 present the consolidation

of the data obtained in the metrics for the corresponding network sizes mentioned above. It should be noted that the

distance between the curves has the same characteristic mentioned for the 1000 node network, but with smaller values of

convergence.

Figure 5. Convergence in a small network with 5000 nodes

Table 3. Convergence values for a network with 5000 nodes

Metrics Level 1 Level m Level h

Conv1 65% 8% 50%
Conv5 98% 20% 100%
Conv10 100% 30% 100%

Table 4. Convergence values for a network with 10,000 nodes

Metrics Level 1 Level m Level h

Conv1 63% 4% 50%
Conv5 98% 13% 100%
Conv10 100% 20% 100%

Table 5. Convergence values for a network with 50,000 nodes

Metrics Level 1 Level m Level h

Conv1 65% 3% 46%
Conv5 98% 8% 97%
Conv10 100% 10% 100%
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Figure 6. Convergence in a medium network with 10,000 nodes

Table 6. Convergence values for a network with 100,000 nodes

Metrics Level 1 Level m Level h

Conv1 67% 1% 24%
Conv5 98% 2% 95%
Conv10 100% 4% 100%

Table 7. Convergence values for a network with 500,000 nodes

Metrics Level 1 Level m Level h

Conv1 67% 1% 45%
Conv5 98% 2% 95%
Conv10 100% 3% 100%

Figure 7. Convergence in a medium network with 50,000 nodes
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Figure 8. Convergence in a medium network with 100,000 nodes

5.3 Discussion

The figures presented allow for the visualization of convergence values for networks of different sizes. This aids in

determining the information replication according to the threshold necessary to reduce the search path and, consequently,

improve its efficiency. For example, in a small network of 5000 nodes (Figure 5), 20% of the requests could be reduced if

the information is replicated in levels 1 to 3 (near the root) or in levels 11 and 12 (near the leaf). A similar scenario applies

to a medium network of 50,000 nodes (Figure 7). However, in contrast, for a large network of 500,000 nodes (Figure 9), to

reach the same threshold of 20% the replication must be done just in levels 1 to 3.

Furthermore, from the figures shown, it is also possible to observe that the values of the metrics form similar curves

(in a U-shape), although with different values. Each curve can be separated into three zones as the tree levels increase:

decreasing zone, approximately horizontal zone, and increasing zone. Table 9 consolidates the mapping between the

zones and the tree levels. For example, in a network with 1000 nodes, the decreasing zone corresponds to levels 1–3, the

approximately horizontal zone corresponds to levels 4–6, and the increasing zone corresponds to levels 7–10.

Figure 9. Convergence in a large network with 500,000 nodes
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Figure 10. Convergence in a large network with 1,000,000 nodes

Table 8. Convergence values for a network with 1,000,000 nodes

Metrics Level 1 Level m Level h

Conv1 65% 1% 20%
Conv5 98% 2% 73%
Conv10 100% 3% 100%

Table 9. Mapping zones to tree levels

Nodes Size Decreasing Zone Horizontal Zone Increasing Zone

1000 Small Levels 1–3 4–6 7–10
5000 Small Levels 1–4 5–8 9–12
10,000 Medium Levels 1–5 6–9 10–14
50,000 Medium Levels 1–6 7–11 12–15
100,000 Medium Levels 1–7 8–12 13–17
500,000 Large Levels 1–7 8–15 16–20
1,000,000 Large Levels 1–7 8–16 17–21

The emergence of these three zones occurs due to the tree format generated by the search paths. In the tree, the root

(i.e., the destination node) has limited amount of nodes in its subsequent level, which gives higher convergence values in

the decreasing zone. Note that this behavior is similar closer to leaf nodes, representing the increasing zone, which also

have a limited amount of nodes in their subsequent level. The horizontal zone occurs because the node is near the middle

of the tree, allowing several paths both to the destination and from the leaves, resulting in lower convergence values in this

zone. In the following, we analyze the convergence in these three zones which manifest independently of the network size.

Convergence in the decreasing zone. In the decreasing zone, it is possible to observe a high convergence, e.g., levels

1–3 of Figure 4 or levels 1–7 of Figure 10. This occurs because the search requests that converge in the decreasing zone

also converge with other search requests in the horizontal zone, which, in turn, also converge with other search requests in

the increasing zone. In this context, as there are few nodes at the levels of this zone (given that they are very close to the

root), the subtrees of these nodes are large compared to the total number of nodes at the higher levels, raising the value of

convergence for each node at the levels of this zone.

According to the values presented and following the results of previous research, it is possible to replicate an

information in this zone to improve efficiency by reducing the path to the node responsible for the information. Note that,
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differently from previous works that just mention a general convergence statement, now it is possible to know the exact

convergence at each level of the tree.

Convergence in the increasing zone. In the increasing zone, it is also possible to observe a high convergence, e.g.,

levels 7–10 of Figure 4 or levels 17–21 of Figure 10. Unlike the rationale mentioned above, this occurs because there are

few nodes in this zone (given that they are very close to the leaves of the tree). In this sense, the few nodes at the levels of

this zone have few descendants, consequently, increasing the value of the convergence of these nodes.

According to the values presented, in this zone, it is also possible to replicate information to improve search efficiency.

It should be noted that the value of this zone is less than that of the decreasing zone for large networks.

Convergence in the horizontal zone. In the approximately horizontal zone, it is possible to observe a low convergence,

e.g., levels 4–6 of Figure 4 or levels 8–16 of Figure 10. This happens because in this zone there are many nodes at a certain

level, each with many descendants. As the result, the subtrees are small compared to the total number of nodes at higher

levels, which decreases the convergence value for each node in this zone.

According to the values presented, in this zone, the information could be replicated in small networks, but should

not be replicated in medium and large networks, as it would be necessary to replicate in many nodes to improve search

efficiency

Convergence by the network size. According to the figures, it is possible to notice that the convergence in the

different zones decreases when the number of nodes that form the network increases. This occurs because, as the network

size increases, so does the number of nodes at each level, which increases the denominator in the convergence formula,

consequently decreasing the convergence value. However, for medium and large networks (e.g., 500,000 and 1,000,000

nodes), the difference in values is not as pronounced in the decreasing and horizontal zones as in small networks (e.g.,

1000 and 5000 nodes).

6. Conclusions and future work

The DHT Chord is a distributed structure widely used in various contexts to perform efficient searches for information.

To improve search efficiency, researchers often utilize replication in the nodes closer to the one responsible for the

information yet they do not analyze the required proximity of these nodes. To measure this proximity, this article elaborated

a convergence formula for the DHT Chord and analyzed its values for different network sizes. The results revealed three

distinct zones: decreasing, horizontal, and increasing. The decreasing zone is characterized by high convergence values,

as nodes are closer to the destination node and there are few paths to reach it. The horizontal zone is characterized by

low convergence values, attributed to the multitude of paths leading to the destination node. The increasing zone is

characterized by high convergence values, as there are few path originating from the origin node. Through the simulations,

it was observed that in the first and last zones, regardless of the network size, it is possible to replicate the information, and

in small networks, it is possible to replicate in the horizontal zone. In addition, it was possible to verify that convergence

decreases as the network size increases, but the difference is negligible when comparing just small, medium, or large sizes.

As future work and considering the limitations of this article, we point out the insertion of failures in the paths and

searches, as well as exploring node mobility. Finally, there are other DHTs, such as Pastry and Kademlia that, like Chord,

also create search paths when requesting specific information. In this context, we conjecture that the convergence formula

may be applied and that the three zones will be formed, too.
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