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Abstract: In this article, the space-time transmit technique (STTT) is examined in a massive MIMO environment

with Rayleigh fading. The article characterizes the instantaneous signal-to-noise ratio (SNR) for statistical analysis after

channel estimation. Singular value decomposition (SVD) is used to get SNR. It provides a closed-form expression for

the moment-generating function (MGF) and uses the incomplete moment-generating function (IMGF) to construct the

moment’s closed-form expression. Key concepts in the fundamentals of communication theory, such as the probability

density function (PDF) and cumulative distribution function (CDF), are explored. PDF and CDF plots are obtained for a

range of degrees of freedom. Simulation results show that as the degree of freedom increases, a properly normalized sum

of the channel information tends toward a normal distribution in STTT which follows central limit theorem.

Keywords: channel estimation, incomplete moment generating function, massive MIMO, performance analysis, probability

density function, symbol error rate, cumulative distribution function

Nomenclature

Term Description

AWGN Additive white gaussian noise

BS Base Station

CDF Cumulative distribution function

CSI Channel state information

FDD Frequency division duplexing

MGF Moment generating function

MIMO Multiple-input multiple-output

MPSK M-ary phase-shift key

MLD Maximum likelihood decoding

PDF Probability density function

SER symbol error rate
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STTT Space-time transmit technique

SVD Singular value decomposition

TDD Time division duplexing

2D-GA Two- dimensional genetic algorithm

GA genetic algorithm

SINR Signal to inference noise ratio

TS Tabu search algorithm

O-RAN Open radio access network

DDD Received data matrix

HHH Channel matrix

TTT Data transmit matrix

AAA Additive White Gaussian Noise

q Transmit antenna

p Time slots

β Length of the pilot

kt No of antenna at user equipment during uplink

Nr No of antenna at BS during uplink

φφφ Pilot symbol vector

τττ Data symbol vector

ηηη Nulling matrix

W Noise whitening matrix

σ2 Variance

E(.) Expectation

I Identity matrix

.̃.. Symbol for estimated value

NNNooo Noise power

SSSooo Signal Power

∆ Signal to noise ratio

M∆(t) Moment generating function

p(y) Probability distribution function for discrete random variable

f (y) Probability distribution function for continuous random variable

B Diagonal matrix

F, Q Unitary matrix

Γ(z) Gamma function

ε No. of users

C Modulation specific function

Note: All the matrix and vectors are represented in bold letters.

1. Introduction

In recent years, wireless technologies have gained significant popularity due to their performance, speed, and coverage,

as evidenced by papers [1, 2, 3, 4]. The widespread adoption of tablets, laptops, and smartphones has contributed to

the increasing number of consumers. Multiple-input multiple-output (MIMO) communication, as explained in paper [5]

was developed to enhance system spectrum efficiency, effectively increasing throughput and supporting a large number

of concurrent users. Moreover, massive MIMO is an innovative technique that extends consumer coverage, playing a

crucial role in the development of fifth-generation (5G) networks [6, 7, 8, 9, 10]. Massive MIMO involves large number of

antennas for transmitting and receiving signals. It is also known as “very large MIMO” and “Full-Dimension MIMO” [11].

Additional antennas, enhance throughput by focusing energy on the user. Other benefits of massive MIMO include reduced
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latency, utilization of low-power components, high data rate, high spectral efficiency and broad coverage area. While

massive MIMO offers a wide range of advantages, it also has several drawbacks that hinder its use with a large number of

antennas. These issues include coherent signal processing, low-cost hardware, hardware flaws, channel characterization,

pilot contamination, and channel estimation.

The channel serves as the pathway for transferring data from the transmitter (Tx) to the receiver (Rx). In research

papers the majority of studies focus on channel estimation [12, 13, 14, 15, 16, 17, 18, 19]. Some deep learning-based channel

estimation strategies are also available. The paper [20] discusses the use of deep learning for improving communication

reliability and reducing processing complexity in 5G and 6G networks, but it does not address the inherent complexity

and computational demands of deep learning models, which can be a significant barrier for practical implementation in

real-world scenarios [21, 22, 23]. The paper [24] provides an in-depth analysis of the intricate nature of beamspace channel

estimation algorithms. Despite their reduction in comparison to traditional methods, they continue to pose substantial

challenges in practical implementation, primarily due to the requisite employment of advanced mathematical models and

significant computational resources [24]. The paper [25] provides a comprehensive analysis of various channel estimation

techniques used in millimeter-wave MIMO systems. These techniques are crucial for accurately estimating the channel

state information, which is essential for effective communication and data transmission.

Inter-cell interference, referred to as pilot contamination, limits communication in massive MIMO systems [26, 27,

28, 29]. Various pilot assignment schemes have been categorized, including time-shift pilots, fractional frequency reuse,

and superimposed pilots [30]. In a time-shifted pilot scheme, each cell is divided into separate groups, one of which

simultaneously provides downlink data and uplink pilots. Optimal power allocation is utilized to reduce inter-channel

interference for improved communication. The reuse factor for pilots in fractional frequency reuse helps in reducing

pilot contamination, as per the research in paper [31, 32]. In superimposed pilots, data and pilots are transmitted through

a channel in different time slots while using the TDD mode [32]. In TDD, the same frequency spectrum is utilized for

transmission during different time slots for both uplink and downlink. Conversely, frequency division multiplexing (FDD)

makes use of dedicated frequency channels for uplink and downlink. The papers [33] introduces a novel pilot assignment

scheme that combines a two-dimensional genetic algorithm (2D-GA) with a Tabu-Search algorithm (TS). This integrated

approach aims to effectively address the pilot contamination problem. Integrating the 2D-GA with the Tabu-Search

algorithm may add complexity to implementation, posing challenges for deployment in real-world systems with limited

computational resources. There is another paper [34] that deal with genetic algorithm (GA) and TS. The integration of

the genetic algorithm with the Tabu-Search algorithm in paper can lead to increased computational complexity. This

may result in longer processing times, particularly in scenarios with a large number of users or channels, potentially

hindering real-time applications. Additionally, the numerical simulations presented may assume ideal conditions that

do not fully reflect real-world scenarios. There are certain pilot assignment schemes also available for cell-free MIMO

[35, 36, 37]. Utilizing multi-agent deep reinforcement learning, the study [38] unequivocally advocates for a decentralized

pilot assignment approach to enhance the scalability of open radio access network (O-RAN) cell-free massive MIMO

systems while also improving computational scalability and channel prediction performance.

The paper [39] uses a differential phase shift keying (DPSK) method as the basic constellation for single user and

multiuser scenarios, this work presents a unique transceiver design that integrates spatial modulation into a non-coherent

massive MIMO system. The key differences between coherent and non-coherent are given in the paper [40]:

Channel State Information (CSI):

• Coherent Detection: Requires prior knowledge of the channel state information (CSI) at the receiver. This means

that the receiver must estimate the channel conditions before detecting the transmitted signal. This process often

involves complex channel estimation techniques to accurately capture the fading and noise characteristics of the

channel.

• Non-Coherent Detection: Does not require explicit channel estimation. Instead, it relies on techniques such

as differential encoding, where the information is encoded in the difference between consecutive symbols. This
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approach simplifies the detection process, especially in scenarios where channel conditions are rapidly changing or

difficult to estimate.

Performance in Different Scenarios:

• Coherent Detection: Often provides better performance in stable channel conditions where accurate CSI can be

obtained. It is suitable for applications requiring high data rates and reliability, such as in MIMO systems [40].

• Non-Coherent Detection: More effective in high-mobility scenarios or environments with significant channel

variations, where the overhead of estimating the channel may outweigh the benefits. It is particularly useful for

low-complexity applications and can be beneficial in scenarios with high Doppler shifts.

Pilot Overhead:

• Coherent Detection: Typically incurs higher pilot overhead due to the need for continuous channel estimation,

which can consume valuable spectral resources and power.

• Non-Coherent Detection: Reduces pilot overhead, making it more efficient in terms of resource utilization, especially

in applications where quick response times are essential.

Complexity:

• Coherent Detection: Generally, more complex due to the need for channel estimation and the associated algorithms.

This complexity can lead to increased processing requirements and power consumption, particularly in high-mobility

environments where channel conditions fluctuate rapidly.

• Non-Coherent Detection: Typically, less complex, as it avoids the need for channel estimation. This makes it

particularly advantageous for applications like broadcasting and paging, where low latency and reduced overhead

are critical.

The authors in the paper [41] propose a novel M-ary Differential Phase Shift Keying (M-DPSK) scheme combined

with Bit-Interleaved Coded Modulation and Iterative Decoding (BICM-ID) to reduce the number of antennas needed for

effective performance, particularly in time-varying channels. However, the proposed paper deals with coherent detection.

The channel state information (CSI) is obtained at the base station (BS) in time-division duplexing (TDD) and BS is capable

enough to handle complexity. The proposed paper provides a comfortable space-time transmission technique (STTT) in

terms of mathematical computation to get channel information and signal detection. The STTT is pilot assignment scheme

which provides a pattern of allocation of pilot and data sequences for channel estimation. The paper approaches coherent

detection because of the above-mentioned benefits of coherent communication. Moreover, the presented paper provided

deep analysis of moment generating function (MGF), probability density function (PDF) and cumulative distribution

function (CDF). CSI is obtained using orthogonal pilot sequences, also known as training symbols or pilots which are

necessary to acquire the channel gain.

The presented paper effectively addresses channel estimation in a massive MIMO communication system using

orthogonal pilots under the STTT. Notably, we have precisely calculated PDF formulation for various degrees of freedom

which is twice the number of receiving antenna. Furthermore, we have successfully derived a CDF. Moreover, the MGF

and moment expression are developed. Additionally, we have derived a closed-form expression for the symbol error rate

(SER) using M-ary phase-shift key (MPSK) which has been effectively used to analyse the system’s performance. Our

results unequivocally demonstrate that as the degrees of freedom increases, the system consistently follows the central

limit theorem [42], and the PDF reliably approaches a normal distribution, while the SER consistently decreases with the

utilization of modulation schemes and the number of antennas.
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2. Massive MIMO

The massive MIMO communication system model is shown in Figure 1. This model shows the transmission of signal

and channel estimation under uplink from mobile unit to the base station under TDD. The tall, pillar-like structure is the

base station or Rx, and the numerous tiny holes on it are the antennas N1, N2, N3,…, Nr. The nomenclature for the mobile

entities at Tx is a box-like structure with the letters k1, k2, k3, . . . , kt . Under the TDD technique, transmission takes place

between Tx and Rx through wireless communication channel h11, h12, h13, . . . , hNrkt . All of the channels are represented

collectively in the matrix, H, and are complex Gaussian with unit variance and zero mean. Uplink scenario is used to

get the CSI at BS under TDD mode of communication. The schematic diagram of TDD approach is shown in Figure 2.

Time Division Duplexing in proposed scheme. The full frequency spectrum can be used by uplink and downlink using

TDD. Time is divided into slots, some of which are set aside for uplink and others for downlink. Asymmetric traffic and

time-varying uplink and downlink demands are made possible by this method. Additionally, on the premise of channel

reciprocity, channel state data computed in the uplink may be utilised in the downlink and there will be no need of downlink

pilots. Coherence time is the duration of time under which channel remains constant. The signal and channel estimation is

done for coherence time. Similarly, coherence bandwidth is the bandwidth for which channel remains constant. When

using a wireless channel for communication, the AWGN accumulates onto the data signal. The noise, A, is supposed

to have a zero mean and a variance of σ2. System model for massive MIMO during uplink is employed with STTT in

Figure 1.

Figure 1. System model for massive MIMO during uplink

Figure 2. Time division duplexing in proposed scheme
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2.1 Working of proposed scheme

In order to achieve massive MIMO, STTT is utilised together with an enormous amount of Tx and Rx antennas, as

shown in Figure 3.

Figure 3. Space-time transmission technique for massive MIMO

In the proposed study, we are focusing on uplink communication for mathematical modeling. We assert that the length

of the pilot and data vectors are directly proportional to each other. To implement the scheme, it is essential to have a

minimum of four antennas at both the transmitter and receiver. For the sake of simplifying the mathematical simulation,

we assert that the number of transmitting and receiving antennas should be rounded up to four in the manuscript. As a

result, a 4 × 4 data transmit matrix called TTT ∈ C4×4 is sent together with a pilot vector. Where the transmit matrix element

TpqTpqTpq for Kt = 4 and Nr = 4 has the values p ∈ {1,2,3,4} and q ∈ {1,2,3,4} respectively. The pilot vector in TTT is denoted

as /0i j (s), i ∈ {1,2,3,4} and is orthogonal to other pilots, meaning that the multiplication of one pilot with another pilot
vector is null and

∣∣ /0i j
∣∣= 1. The M-PSK constellation is used to obtain the data vectors.

TTT =


T11T11T11 T12T12T12 T13T13T13 T14T14T14

T21T21T21

T31T31T31

T41T41T41

T22T22T22

T32T32T32

T42T42T42

T23T23T23

T33T33T33

T43T43T43

T24T24T24

T34T34T34

T44T44T44

 =


/011/011/011 τ12τ12τ12 /013/013/013 τ14τ14τ14

/021/021/021

τ31τ31τ31

−τ41−τ41−τ41

−τ22−τ22−τ22

/032/032/032

/042/042/042

/023/023/023

τ33τ33τ33

−τ43−τ43−τ43

−τ24−τ24−τ24

/034/034/034

/044/044/044

 (1)

The transmit matrix elements are described in Equation (1). The pilot’s minimum length should match the data

vector’s length, as shown in Figure 3. In Equation (1) the transmit matrix is represented by the following elements: Tmn,

where ‘m’ denotes spatial transmission (transmitting antennas), and ‘n’ denotes time-domain transmission of a signal.
Therefore, it may be stated explicitly that T11T11T11 (sss), represent pilot vector transmission through first antennas in first time
slot from transmitter (Tx). The data vector transmission through the first antenna in the second time slot from Tx is given

as T12T12T12 (sss) and other values can be predicted accordingly from the Figure 3. Theoretically, it might be claimed that rows

illustrate how communication occurs in time domain, while columns illustrate how it occurs in frequency or space domain.
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2.2 Channel model for STTT

For the first time slot, the channel model for pilot-based STTT is shown in Figure 4. Four channels, namely h11, h21,

h31 and h41 are mentioned as being utilised for broadcasting the pilot and data vector by the transmitting antenna. Each

channel is a complex Gaussian with a zero mean and a unit variance. The signal travels across the channel and is picked

up by the receiver, which is the base station during uplink. The received signal is distorted by the noise, AAA, as it travels
through the channel. Unwanted signals should be rejected by the receiver. The signal received by the receiver is shown as,

DDD =HTHTHT +AAA (2)

The channel matrix for a massive MIMO system is H ∈H ∈H ∈ CNr×Kt , where AAA is an AWGN with a variance of σ2 and zero

mean. Practically, the channel is unknown, but getting the channel’s information is necessary for trustworthy communication.

Pilot or training symbols are used to achieve channel information gain.

Figure 4. Channel model for first time slot under STTT

The elaborated mathematical expression of the Equation (2) is as follows,

[
D1D1D1 D2D2D2 D3D3D3 . . . DεDεDε

]
=
[

h1h1h1 h2h2h2 h3h3h3 . . . hεhεhε

]
×

φ11φ11φ11 τ12τ12τ12 φ13φ13φ13 τ14τ14τ14 · · · τ1 jτ1 jτ1 j

φ21φ21φ21 −τ22−τ22−τ22 φ23φ23φ23 −τ24−τ24−τ24 · · · τ2 jτ2 jτ2 j

τ31τ31τ31 φ32φ32φ32 τ33τ33τ33 φ34φ34φ34 φ3 jφ3 jφ3 j

−τ41−τ41−τ41 φ42φ42φ42 τ43τ43τ43 φ44φ44φ44 . . . φ4 jφ4 jφ4 j
...

...

−τi1−τi1−τi1 φi2φi2φi2 −τi3−τi3−τi3 φi4φi4φi4 φi jφi jφi j


+
[

A1A1A1 A2A2A2 . . . AεAεAε

] (3)

where,DDDε ∈Cβ×p, hhhε ===
[
h1q h2q h3q · · · hpq

]T
∈∈∈CNr×1 in whichhhhε represents channel matrix of column vectors,

ε indicates number of users, q denotes transmitting antennas and p represents number of time slot to send the signal. It is
assumed that the channel won’t change while the data is being processed. Transpose is given by (.)T , while the length of

the pilot vector is indicated by β . With a variable number of antennas, the received data signal matrix, channel matrix, and

noise matrix can be written as,

DDD =
[

D1D1D1 D2D2D2 D3D3D3 · · · DεDεDε

]
∈ C{Nr×(Nr×Nr)}, (4)
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HHH =
[

hhh111 hhh222 hhh333 · · · hhhεεε

]
∈ C{Nr×Kt} (5)

and

AAA =
[

AAA111 AAA222 AAA333 · · · AAAθθθ

]
∈ C{Nr×(Nr×Nr)}

}
(6)

For simplicity, considering Kt = 4 and Nr = 4 in Equation (3) which gives,

D1D1D1 = h1h1h1φ11φ11φ11 +h2h2h2τ12τ12τ12 +h3h3h3φ13φ13φ13 +h4h4h4τ14τ14τ14 +A1A1A1 (7)

D2D2D2 = h1h1h1φ21φ21φ21 −h2h2h2τ22τ22τ22 +h3h3h3φ23φ23φ23 −h4h4h4τ24τ24τ24 +A2A2A2 (8)

D3D3D3 = h1h1h1τ31τ31τ31 +h2h2h2φ32φ32φ32 +h3h3h3τ33τ33τ33 +h4h4h4φ34φ34φ34 +A3A3A3 (9)

D4D4D4 =−h1h1h1τ41τ41τ41 +h2h2h2φ42φ42φ42 −h3h3h3τ43τ43τ43 +h4h4h4τ44τ44τ44 +A4A4A4 (10)

Gaining access to channel information is an essential aspect of wireless communication for accurate signal detection.

The use of the provided equations enables an accurate approximation, and notably, the broadcast pilot vector remains

consistent in open spaces. Hence φ11φ11φ11 = φ21φ21φ21 and φ13φ13φ13 = φ23φ23φ23. Here it is assumed that the data from first and second user in

only second time slot and fourth time slots are equal. Finally, the result of adding Equations (7) and (8) is,

D1D1D1 +D2D2D2

222
= h1h1h1φ11φ11φ11 +h3h3h3φ13φ13φ13 +

A1A1A1 +A2A2A2

222
(11)

The orthogonal pilots are known at the receiving end [10]. As a result, Equation (11) is multiplied by the hermitian

(.)H
of φ11 . Therefore, φ H

11φ13 = 0 and φ11φ H
11 = 1 using the orthogonal property of the pilots.

[
D1D1D1 +D2D2D2

222

]
φ

H
11φ
H
11φ
H
11 = h1h1h1︸︷︷︸

OriginalchannelOriginalchannelOriginalchannel

+

[
A1A1A1 +A2A2A2

222

]
φ

H
11φ
H
11φ
H
11︸ ︷︷ ︸

NoiseNoiseNoise

(12)

where estimated channel becomes,

h̃1h1h1 = h1h1h1 +

[
A1A1A1 +A2A2A2

222

]
φ

H
11φ
H
11φ
H
11︸ ︷︷ ︸

NoiseNoiseNoise

, (13)

Equations (7) and (8) can also be used to estimate h̃3̃h3̃h3 and Equations (9) and (10) can be used to determine other

channel information. Finally, CSI look like,

H̃̃H̃H =
[

h̃1̃h1̃h1 h̃2̃h2̃h2 h̃3̃h3̃h3 h̃4̃h4̃h4

]
(14)
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where, h̃hhiii is the column channel information from ith transmit antenna to all receiving antennas and H̃HH is the complete

estimated channel matrix.

2.3 Maximum likelihood detection

In any transmission, the data signal must be received and retrieved at the receiver for it to be considered reliable. The

process of distinguishing between informative patterns and random patterns is known as signal detection. Random patterns

are generally referred to as noise [43]. Detection theory include application in communications, quality assurance, mobile

communication, psychology, etc. This idea, which is also employed in artificial intelligence and confusion matrices, is

closely related to signal to noise ratio.

The noise that gathers with the signal entering via the channel must be removed in order to detect the ideal signal.

The receiver in the proposed technique uses CSI to detect data. Data information at the receiving end is obtained via the

space null property. We can get the following from Equations (7) and (8),

D1D1D1 −D2D2D2

2
= h2h2h2τ12τ12τ12 +h4h4h4τ14τ14τ14 +

A1A1A1 −A2A2A2

2
(15)

From Equations (7) and (8), it is assumed that the data from first and second user in only second time slot and fourth

time slots are equal τ12 = τ22 and τ14 = τ24. Equation (15) is subjected to space nulling, which entails multiplying it by the

nulling matrices [10, 44, 45] as ηηη444 ===
(

null
(

h̃H
4

))H
to obtain,

η4η4η4

(
D1D1D1 −D2D2D2

2

)
=η4η4η4h2h2h2τ12τ12τ12 +η4η4η4h2h2h2τ12τ12τ12︸ ︷︷ ︸

0

+η4η4η4
A1A1A1 −A2A2A2

2
, (16)

Nulling’s property states that ηηη444hhh444 = 0= 0= 0. The left null of any column vector with more than two elements is a matrix,
as shown by simulation [10, 44]. Equation now becomes,

η4η4η4

(
D1D1D1 −D2D2D2

2

)
=η4η4η4h2h2h2τ12τ12τ12 +η4η4η4

A1A1A1 −A2A2A2

2
, (17)

Noise whitening is done in order to eliminate noise,

ΛΛΛ =W1W1W1

(
−−− 1

2

)
η4η4η4

(
D1D1D1 −D2D2D2

2

)
=WWW

(
−−− 1

2

)
1 η4η4η4h2h2h2τ12τ12τ12 +WWW

(
−−− 1

2

)
1 f1f1f1 (18)

In the aforementioned equation, fff 111 =ηηη444

(
AAA111−−−AAA222

222

)
. The AWGN matrix has the same parameters that are taken into

account for noise, namely zero mean and σ2 variance. The frequency band being used for effective communication has

a uniform power distribution. The term for noise whitening is given as,W1 = E
(

ηηη444

(
AAA111−−−AAA222

222

)
ηηη444

(
AAA111−−−AAA222

222

))
. Here, E(.)

represents expectation operator. After simulation it is observed that ηηη444ηηηH
444 = III and III is the identity matrix. Therefore,

WWW111 =
σ2

2 I.I.I.
Now, τττ121212 is detected using MLD. The paper contains the initial research on MLD [43, 46, 47]. By maximising the

conditional PDF of the δ condition on ηηη444 and hhh222,,, τττ121212 is obtained. Therefore, we get,

τ̂12τ12τ12 = argminminmin
τ̂12τ12τ12

||δ1δ1δ1 −W1W1W1
−−− 1

2η4η4η4h2h2h2τ̃12τ12τ12||2, (19)

Likewise we can get other data values as,
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τ̂14τ14τ14 = argminminmin
τ̂14τ14τ14

||δ2δ2δ2 −W2W2W2
−−− 1

2η4η4η4h4h4h4τ̃14τ14τ14||2, (20)

τ̂22τ22τ22 = argminminmin
τ̂22τ22τ22

||δ3δ3δ3 −W3W3W3
−−− 1

2η4η4η4h1h1h1τ̃22τ22τ22||2, (21)

τ̂24τ24τ24 = argminminmin
τ̂12τ12τ12

||δ4δ4δ4 −W4W4W4
−−− 1

2η4η4η4h3h3h3τ̃24τ24τ24||2, (22)

where δδδ111 === δδδ222 ===
(

DDD111−−−DDD222
222

)
,,, δδδ333 === δδδ444 ===

(
DDD111−−−DDD444

222

)
,,,WWW111 ===WWW222 ===WWW333 ===WWW444 ===

σσσ222

222 I,I,I, ηηηiii ===
(

nullnullnull
(

ĥhhiii
HHH))HHH

and i = 1, 2, 3 and

4 are considered case of Nr = 4 and Nt = 4.

3. Performance evaluation

It is assumed in the above equation that the channel information is available at the receiver. However, this will never

actually be the case. Therefore, Equation (14) is used to get the estimated CSI. The following equations are used to develop

the signal to noise ratio under estimated CSI,

τ̂12τ12τ12 = argargargminminmin
τ̂12τ12τ12

δ1δ1δ1 −W1W1W1
1
2 η̃4η̃4η̃4h̃2h̃2h̃2τ̃12

2
τ̃12

2
τ̃12

2
, (23)

Now, signal power, SSSooo, and noise power, NNNooo are,

So =
2

σ2

∥∥ηηη444hhh222
(
τττ121212−−− τ̃ττ121212

)∥∥222
(24)

No = ‖κ1‖2 −
∥∥∥∥WWW −1−1−1

222
111 ηηη444qqqeeeφφφ

HHH
131313τ̃ττ121212

∥∥∥∥222

(25)

In that case, κκκ111 ===WWW
−−− 111

222
111 ηηη444

(
AAA111−−−AAA222

222

)
. Evaluation reveals that κκκ is constant, thus for the sake of simplicity, we have

considered it 2. Additionally, noise becomes,

No = 2−
(

W
−1
2

1 η4qeφ
H
13τ̃12W

−1
2

1 η4qeφ
H
13τ̃12W

−1
2

1 η4qeφ
H
13τ̃12

)(
W

−1
2

1 η4qeφ
H
13τ̃12W

−1
2

1 η4qeφ
H
13τ̃12W

−1
2

1 η4qeφ
H
13τ̃12

)HHH

(26)

In above equation, qqqeee ===
(

AAA111+++AAA222
222

)
whereas,WWW

−−− 111
222

111 ∗∗∗WWW
−−− 111

222
111

HHH
=== 222

σσσ222 ,,, ηηη444∗∗∗ηηηHHH
444 = I,= I,= I, qqqeee∗∗∗qqqHHH

eee ===σσσ222 and τττ121212∗∗∗ τ̃ττ121212 = 1.= 1.= 1.
Collectively, the noise power is represented as,

No = 2−2||φ13φ13φ13||2 (27)

Now, Equations (24) and (27) gives SNR i.e., ∆∆∆=== SSSOOO
NNNOOO

as,
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∆1 =
2

σ2

∥∥ηηη444hhh222
(
τττ121212−−− τ̃ττ121212

)∥∥
2−2‖φφφ131313‖2 (28)

∆1 =
E
∣∣τ12 − τ̃12

∣∣2 ‖ηηη444hhh222‖2

σ2
(

1−‖φφφ131313‖2
) (29)

3.1 Moment generating function and moments

Moment generating function (MGF) and moments are statistical parameters to evaluate the performance of the system.

3.1.1Moment generating function

MGF for SNR has been evaluated in the paper [48, 49]. MGF of n×1 random SNR (∆) is given by,

M∆ (t) = E
[
et∆
]
, (30)

where t =(t1,t2,t3, . . . , tn)
′
and expectation exist for −h <−h <−h <ttt jjj < h< h< h where h > 0h > 0h > 0 and j = 1,2,3 . . . ., n and basic MGF

expression for continuous and discrete random variable Y is given by [50],

MY (s) = E
[
esY ]= {∫∞

−∞ esy f (y)dy, i f Y is continuos (31)

In the above equation f (y) are the probability density function (PDF). Since IMGF of SNR is the laplace transform.

Singular value decomposition [10, 44, 45] is employed to obtain SNR in relation to Equation (28),

||η4h2η4h2η4h2||2 = ||BFQHh2BFQHh2BFQHh2||2 = ||BFh̃2BFh̃2BFh̃2||2, (32)

where BBB is the diagonal matrix, FFF , and QQQ are the unitary matrix. Since, h̃hh222 === QQQHHHhhh222,,, h̃hh222 has same distribution as hhh222 i.e.,

circularly symmetric complex Gaussian. Further,

||BFh̃2BFh̃2BFh̃2||2 = h̃2
H

FHBHBF ; h̃2h̃2
H

FHBHBF ; h̃2h̃2
H

FHBHBF ; h̃2, (33)

where in above equation BBBHHHB = IB = IB = I i.e., Identity matrix. Therefore, equation becomes,

||BFh̃2BFh̃2BFh̃2||2 = h̃2
H

FHFh̃2h̃2
H

FHFh̃2h̃2
H

FHFh̃2 = ||Fh̃2Fh̃2Fh̃2||2 =F1 |h11|2+F2 |h12|2+F3 |h13|2+ . . .= |h11|2+ |h12|2+ |h13|2+ . . .F1 |h11|2+F2 |h12|2+F3 |h13|2+ . . .= |h11|2+ |h12|2+ |h13|2+ . . .F1 |h11|2+F2 |h12|2+F3 |h13|2+ . . .= |h11|2+ |h12|2+ |h13|2+ . . ., (34)

This represents that the distribution will be central chi-square with 2Nr degree of freedom. The degree of freedom is

directly proportional to the number of receiving antennas. Higher degrees of freedom in massive MIMO systems lead

to enhance SNR through spatial diversity, good beamforming, multiplexing gains, enhance channel estimation, reduced

interference, and the averaging effects of large antenna arrays. This results in enhanced performance and capacity of the

communication system [51].

Hence instantaneous SNR in Equation (28) becomes,
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∆i =
Nr−1

∑
i=1

∣∣∣h̃1i

∣∣∣2 ∗β ∗ ∆̃i (35)

where, βββ deals with pilot length. PDF for chi-square distribution for random variable Y is given as [50]

PY (y) =
1

2
d
2 Γ

(
d
2

) y
(

d
2 −1

)
e

d
2σ2 f ory > 0, (36)

where ddd represents degree of freedom. Using Equations (31) and (36) we have IMGF as,

M∆i(s),
∫

∞

0
exp(−s∆i)

∆
Nr−1
i exp

(
− ∆i

2σ2

)
2Nr Γ(Nr)

d∆i (37)

M∆i(s),
1

2Nr Γ(Nr)

∫
∞

0 ∆
Nr−1
i e(−s∆i)e

(
− ∆i

2σ2

)
d∆i,

, 1
2NrΓ(Nr)

∫
∞

0 ∆
Nr−1
i e−

(
s∆i+

∆i
2σ2

)
d∆i,φ

(38)

Now Let,

1
2Nr Γ(Nr)

= q,

Nr = a,

∆i = t

s∆i +
∆i

2σ2 = p

Above equation can be reduced to,

M∆i (s) = q∫∞
0 ta−1e−ptdt (39)

The factorial function to nonintegral values is known as the gamma function [52] and it is given as,

Γ(z) = ∫∞
0 tz−1e−tdt (40)

After taking into account z− 1 = b, the equation is changed in accordance with the characteristic of the gamma
function as,

∫∞
0 tbe−ptdt =

Γ(b+1)
pb+1 (41)
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On comparing Equations (39) and (41) we obtain,

M∆i =
q

pa−1 ∫
∞
0 Γ(∆i)d∆i (42)

On comparing above integral with the equation 3.381.7 in [53]

M∆i (s) =
1(

1+2sβ ∆̄i
)Nr

(43)

3.1.2Moments

The moments provide the information about the properties of the distribution. The moments of random variable

describe the characteristics of random variable [54, 55].

First Moment (Mean): The distribution’s mean, or expected value, is the first moment. It provides an indication of

the data’s central placement and a gauge of its propensity to cluster.

Second Moment (Variance): The variance, which measures the dispersion of the data, is the second moment around

the mean. The data are more dispersed from the mean when the variance is bigger.

Third Moment (Skewness): The distribution’s asymmetry is explained by the third moment. A long right tail (data

concentrated on the left) is indicated by a positive skewness, and a long-left tail is indicated by a negative skewness.

Fourth Moment (Kurtosis): The distribution’s tailiness is gauged by the fourth moment. A distribution with a high

kurtosis has heavier tails, or more outliers, than one with a low kurtosis.

The moment-generating function in signal processing offers a means of encoding every moment of a random variable.

It facilitates the analysis of signal and noise characteristics. In the paper, SNR is the random variable and moments with

respect to SNR are required to get the statistical analysis of probability density function.

Successive differentiation of MGF with respect to instantaneous SNR gives moments as [56],

M
′
∆i
(s) =

d
d∆i

E
[
es∆i
]
,= E

[
d

d∆i

(
es∆i
)]

= E
[
ses∆i

]
(44)

As a result, the first moment is the mean and it is given by,

M
′
∆i
(0) = E [∆i] , (45)

Likewise,

M
′′
∆i
(s) =

d
d∆i

M
′
∆i
(s) =

d
d∆i

E
[
ses∆i

]
= E

[
d

d∆i

(
ses∆i

)]
. (46)

After differentiation we get second moment which is a variance,

M
′′
∆i
(0) = E

[
∆

2
i
]
, (47)

Finally, the nth derivative of M (s) evaluated at s = 0 is,
The distribution is determined exclusively by the MGF. Although the expression in Equation (31) corresponds to a

complete MGF, in the real world of wireless communication, an incomplete MGF (IMGF), also known as a truncated or

interval MGF, is employed [54, 56]. IMGF expression looks like this,
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Mn
∆i
(0) = E [∆n

i ] ,n ≥ 1 (48)

With the help of an IMGF derivative, moments of the IMGF are obtained. The first moment (mean) is presented as,

µ∆i =
∂M∆i (s)

∂∆i
=

∂

∂∆i

(
1(

1+2sβ ∆̄i
)Nr

)
(49)

Let,

Gp =
1(

1+2sβ ∆̄i
)Nr

(50)

where considering p =Nr. After comparing Equation (50) with the equation AD (73.7.1),0.434 in [53], we get nth moment

as,

∂ nGp

∂ sn = p

(
n− p

n

){
−

(
n
1

)
1

p−1
Gp−1 ∂ nG

∂ sn +

(
n
2

)
1

p−2
Gp−2 ∂ nG

∂ sn − . . .

}
(51)

Therefore the nth moment is given as,

∂ nM∆i (s)
∂∆i

n = (Nr)

(
n− (Nr)

n

){
−

(
n
1

)
1

Nr−1

(
1(

1+2sβ ∆̄i
))Nr−1

∂ n

∂ sn

(
1(

1+2sβ ∆̄i
))

+

(
n
2

)
1

Nr−2 ∆̄i

(
1(

1+2sβ ∆̄i
))Nr−2

∂ n

∂ sn

(
1(

1+2sβ ∆̄i
))2

− . . .

} (52)

The value of moments can directly be obtained from above equation by simply putting the value of n. For first second
and third moment, it is n = 1,n = 2 and n = 3.

3.1.3Symbol error rate

One of the important aspects in communication engineering is SER. The likelihood that a transmitted signal would

unintentionally be demodulated into one of its closest neighbors in the signal constellation is represented by SER. The

relation that is used to obtain SER using the IMGF expression is, symbol used in Equation (53) are noted as, ϑk=
π(M−1)

M
and modulation specific function,C =sin2 ( π

M

)
where M = 4 in case of quadrature phase shift key (QPSK) modulation,

M = 8 for 8-PSK and M = 16 for 16-PSK. Further, equation is developed as [50, 57].

Ωc =
1
π
∫ϑk

0 M∆i

(
C

sin2
θ

)
dθ , (53)

Ωc ≈
3

∑
s=1

ψsM∆i (Λs) , (54)

where ψψψ111 ===
ϑϑϑkkk
222πππ

−−− 111
666,,, ψψψ222 ===

111
444 ,,, ψψψ333 ===

ϑϑϑkkk
222πππ

−−− 111
444,,, ΛΛΛ111 === ϑϑϑkkk,,, ΛΛΛ222 ===

(
444ϑϑϑkkk

333

)
and ΛΛΛ333 ===

ϑϑϑkkk
sinsinsin222θθθMMM

. Now, close form expression of

SER is obtained as,
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Ωc ≈
3

∑
s=1

ψs

(1+ψsβ∆i)
Nr
. (55)

3.1.4Expression for probability density function and cumulative distribution function

E
[
Q
(√

∆i

)]
returns the average bit error [52, 58, 59] where Q(.) is the Gaussian-Q function. For the purpose of

analyzing the inaccuracy in digital communication, Q-Function is a crucial parameter. Q(∆i) is the likelihood that the

normal random variable will have an amount greater than ∆i. Typically, the expression for the Q-Function is as follows:

Q(∆i) =
1√
2π

∫∞
∆i

e
(

∆2
i

2

)
d∆i (56)

Therefore,

Q(∆i) = 1−Q(−∆i) = 1−Θ(∆i) , (57)

where Q(∆i) is the CDF of the standard normal Gaussian distribution and Θ(∆i)d in terms of error function it is given as

[50]

Θ(∆i) =
1
2

er f c
(

∆i√
2

)
. (58)

PDF of Chi- square distributed variable is given in Equation (42) and according to the definition of CDF,

F∆ (∆i) = P(∆ ≤ ∆i) = 1−P∆ (∆i) = ∫∆i
−∞ P(∆i)d∆i (59)

F∆ (∆i) = ∫ y
−∞

1

2
d
2 Γ

(
d
2

)∆

(
d
2 −1

)
i e

d
2σ2 d∆i (60)

In terms of degree of freedom, it is represented as,

F∆ (∆i;d) =
γ

(
d
2 ,

∆i
2

)
Γ
( d

2

) = P
(

d
2
,

∆i

2

)
, (61)

where γ (., .) is the lower incomplete gamma function and P(., .) is the regularized gamma function.

4. Result

Equation (55) is used to depict the fluctuation of SER with system configuration and modulation strategy. The system

configuration and data presented in the Table 1 are simulated using MATLAB software. In the table φφφ represents the

number of pilots used with variable length, τττ indicates the data random values, HHH is the channel matrix with Gaussian

normal distribution with zero mean and unit variance, AAA is the additive white Gaussian noise with zero mean and σσσ222

variance. MPSK modulation scheme is used with M = 4, 8 and 16. Total number of samples considered in the simulation is

1000 and variable SNR is used in simulation part.
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Table 1. Experimental parameters used during simulation in MATLAB.

Parameters Values

φφφ111111 [1 0 0 0], [1 0 0 0 0 0 0 0], [1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0], ...
φφφ131313 [0 1 0 0], [0 1 0 0 0 0 0 0], [0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0], ...
φφφ212121 [0 0 1 0], [0 0 1 0 0 0 0 0], [0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0], ...
φφφ232323 [0 0 0 1], [0 0 0 1 0 0 0 0], [0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0], ...

τ12, τ14 , τ22, τ24 Random values
HHH N (0,1)
AAA N (0,σ2)

Modulation Scheme QPSK, 8-PSK, 16- PSK
Samples 1000

Degree of freedom (d) 2Nr
Nt 4, 8
Nr 4, 8, 16, 32, 36, 40, 42
SNR −10 to 20

SER plot is obtained for downlink time to get receive diversity. The SER plot in Figure 5 shows that the minimum

SER for QPSK, 8-PSK and 16-PSK at SNR = 3 dB is 0.026, 0.047 and 0.136 respectively. On comparison 8-PSK and

16-PSK, SER for QPSK under 4×4 system is minimum. That is why QPSK is the best for digital transmission as compare

to 8-PSK and 16-PSK.

Figure 5. SER comparison under different modulation schemes and system configuration

Figure 6 is the analytical plot for QPSK modulation with varying number of transmitting and receiving antenna. The

values of SER for SNR = 6 is 0.002768, 0.001246, 3.43e−5, 4.761e−7, 1.55e−8, 9.845e−16 for 4 × 4, 8 × 8, 8 × 16, 8

× 32, 8× 36, 8× 42 under QPSK modulation. This can be concluded from the plot that as the number of antennas increses

the SER decreases.

Figure 7 shows the probability density function of the SER with respect to SNR for varying number of receiving

antenna. It is observed that as the number of receiving antennas increases the plot follows the gaussian distribution and the

probability of SER decreases as number of antennas increases. Additionally, As the degree of freedom rises, the PDF plot

proves the central limit theorem and produces a Gaussian distribution The central limit theorem states that the sampling

distribution of the mean will always be approximately normally distributed, provided the sample size is sufficiently large.

The Figure 8 in the massive MIMO communication system shows the CDF for varying number of transmitting and

receiving antennas using Equation (61). For 4 × 4, 4 × 8, 4 × 32, 4 × 40 the CDF reaches to saturation at SNR = 17, 15,

13 and 11 respectively. The graphic demonstrates that CDF hits saturation at lower SNR as degree of freedom grows. It

means the occurrence of the signal detection surpassing this point is highly improbable, with the probability being almost

negligible.
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Figure 6. SER for varying number of antennas under QPSK modulation for STTT

Figure 7. PDF for varying system configuration i.e., 4× 4, 4× 8, 4× 32 and 4× 40

Figure 8. CDF for varying system configuration i.e., 4× 4, 4× 8, 4× 32 and 4× 40
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5. Conclusions

In a massive MIMO system architecture, channel gain estimation is achieved using STTT under TDD. This approach

capitalizes on the use of orthogonal pilot sequences. The IMGF is effectively utilized to calculate SER with QPSK

demonstrating superior performance compared to other modulation schemes in a massive MIMO scenario. We have

rigorously derived closed-form expressions for the IMGF, PDF, CDF and moments. Notably, as the degrees of freedom

increase, the PDF plot consistently demonstrates a Gaussian distribution, aligning with the central limit theorem. At lower

SNR levels, the CDF attains saturation with increasing degrees of freedom. STTT emerges as an effective method for

massive MIMO systems housing numerous receiving antennas. Furthermore, it is worthwhile to explore additional research

avenues involving orthogonal frequency-division multiplexing (OFDM).
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