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Abstract: The rapid expansion of Internet of Things (IoT) devices in modern environments introduces significant

security vulnerabilities, increasing the risk of cyberattacks and potential physical threats to users. While Network Intrusion

Detection Systems based on Machine Learning (ML-based NIDS) hold promise for mitigating these risks, the effectiveness

of such systems is heavily influenced by the quality and representativeness of the datasets used for their development and

evaluation. This study provides a critical review of publicly available benchmarking datasets commonly used to train

ML-based NIDS for IoT security, with a particular focus on two pivotal but often overlooked factors: testbed configurations

and feature extraction methods. The study’s findings reveal critical inconsistencies in dataset design and feature sets,

posing challenges to model generalizability and its real-world application. To address these issues, the study proposes

clear criteria for dataset assessment and practical recommendations for researchers and dataset developers. The findings

demonstrate the urgent need for standardisation to enhance reproducibility, enable fair comparison of intrusion detection

models, and bridge the gap between academic research and practical IoT security solutions.

Keywords: benchmark datasets, feature extraction, Internet of Things (IoT) security, Machine Learning (ML), Network
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1. Introduction

The influence of Internet of Things (IoT) innovations on daily human life is clear and undeniable. With advanced

IoT technologies integrated into our society, particularly in our homes, the social dimensions of our lives are now deeply

connected to this technology [1]. The rapid growth of these IoT devices has transformed various sectors, from smart homes

to industrial automation, offering significant potential for enhanced convenience and efficiency. According to Statista [2],

the number of IoT devices worldwide is projected to be over 32.1 billion by 2030, almost twice the 15.9 billion devices

recorded in 2023. This market is expected to be primarily driven by consumer products, accounting for 60% of all IoT

devices in 2023.

However, the proliferation of IoT devices presents significant security challenges. These devices routinely collect

and process sensitive data while operating with constrained computational resources and limited security mechanisms,

rendering them vulnerable to sophisticated cyberattacks. Threat actors exploit IoT vulnerabilities for various malicious

purposes, including ransomware deployment, data theft, cryptocurrency mining, and botnet creation [1, 3–6]. The escalating
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sophistication of these attacks necessitates the development of robust, automated security solutions such as Network

Intrusion Detection Systems (NIDS).

NIDS enhanced with Machine Learning (ML) have emerged as a critical component in IoT security infrastructure [7].

The complexity of contemporary cyber threats has driven the transition from traditional rule-based systems to ML-based

approaches capable of adaptive threat detection. The past decade has seen significant advancements in applying ML to IoT

security, drawing from its success in fields like image processing and natural language processing. Also, the availability of

public datasets such as BoT-IoT, N-BaIoT, and CICIoT2023 has enabled the training of high-performance models with

leading frameworks reporting detection accuracies approaching 99% and false positive rates below 0.01% [8, 9].

1.1 Research gap and objective

Despite many studies reporting high-performance metrics for ML-based NIDS, a significant disparity persists between

theoretical performance and practical deployment capabilities. This is often due to insufficient attention being given to

the end-to-end implementation pipeline, which is essential for real-world applications. The effectiveness and practical

application of ML-based NIDS are heavily influenced by the quality of the network traffic data and the pertinence of

the features extracted from the raw network data used during the training phase. Although academic studies [10–12]

have underscored this impact, yet discussions on the fundamental processes of feature generation from raw network

traffic data remain limited in scholarly literature. This gap is further exacerbated by the absence of standardised

feature extraction methodologies, hindering model reproducibility and cross-dataset validation—critical requirements for

operational deployment.

This study aims to bridge this gap by providing a comprehensive analysis of IoT-focused NIDS datasets, with particular

emphasis on the feature sets and extraction methodologies involved in their generation. Our goal is to determine whether

these datasets are suitable for training models in practical machine learning workflows and to highlight how researchers

can approach future work to ensure theoretical performance translates to practical application. The study objectives are to:

1. Identify and review publicly available IoT-focused NIDS benchmarking datasets.

2. Analyse the feature extraction methods used in these datasets.

3. Evaluate the reproducibility and practical applicability of these methods.

4. Assess the suitability of these datasets for training MLmodels that can be deployed in real-world environments.

This methodological approach enables us to identify current limitations in dataset creation and documentation while

providing practical insights for bridging the gap between academic research and operational deployment in the NIDS

domain.

The rest of this study is organised as follows: Section 2 reviews related work on IoT-focused NIDS research. Section

3 outlines the methodology, detailing the research questions, information sources, search strategies, and the process for

selecting papers. Section 4 provides a comprehensive description of IoT-focused NIDS datasets. Section 5 presents

survey findings, addressing tool variability, feature extraction tools, dataset sources, and reproducibility issues in NIDS

benchmarking. Section 6 discusses key Strategies for effective dataset utilisation and model generalisation. Finally, Section

7 concludes the study, summarising key insights.

2. Related papers

Several survey papers have been published over the years that cover different aspects of NIDS application in IoT

security and their applications. However, most of these studies, such as [13–16], focus mainly on NIDS architecture and

its application, with little or no in-depth discussion on the benchmarking dataset used to evaluate this solution or the

practicality of translating these theoretical solutions into a real-life environment. Other studies, such as [17], only provided

a comprehensive overview of general (non-IoT) network traffic datasets.

Khraisat et al. [14] presented an in-depth analysis of IoT Intrusion Detection System (IDS) taxonomy, emphasising

deployment strategies and validation methods. However, their discussion on commonly used datasets for IDS development
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was limited, with only one of the nine being contemporary and applicable to the IoT context. Furthermore, they did not

discuss the feature extraction techniques used in the benchmark datasets for training the ML-based IDS.

Chaabouni et al. [16] covers some open-source tools used to implement NIDS, including NIDS datasets. However, as

IoT-focused NIDS datasets were recently published, the study did not cover such datasets.

Notably, Haque et al. [18] offers one of the few surveys examining IoT-specific datasets, discussing trends in learning

techniques and algorithm efficiencies. However, the discourse on feature extraction methodologies remains underexplored,

highlighting the need for this study’s focused examination.

To our knowledge, no thorough survey exists of feature extraction techniques and their associated feature sets for

benchmarking datasets in IoT security. This study’s findings will help researchers evaluate the efficacy and practicality

of deriving similar features (as presented in the benchmarking data they trained their model with) from raw network

traffic from another network within feasible time constraints. Ultimately, this will help bridge the gap between academic

innovations and practical applications in the NIDS domain—a challenge that has been recurrently identified in ongoing

discussions within the field [10].

3. Methodology

This research employs a systematic review methodology adhering to the Preferred Reporting Items for Systematic

Reviews and Meta-Analyses (PRISMA) guidelines [19] to ensure transparency, reproducibility, and thorough coverage

of relevant IoT-specific NIDS datasets. Acknowledging the inherent limitations of keyword-based searches—especially

in capturing critical datasets often found in non-indexed repositories or primarily cited within niche communities—

we supplemented the PRISMA framework with insights gained from preliminary research, which utilised backward

snowballing [20]. This uses the reference list from CIC-IoT23 [21]. By integrating this snowballing technique, we

identified eight additional well-established datasets, including IoT-23, N-BaIoT, and BoT-IoT, which may have been missed

in traditional database searches. The integration of these complementary approaches ensures both methodological rigour

and comprehensive dataset coverage. Figure 1 illustrates the comprehensive systematic review process implemented in this

research. The remainder of this section provides details about the primary methodology used in this study, the PRISMA

methodology.

3.1 Research questions

This study aims to provide answers to the following questions.

RQ1. What datasets are publicly available for evaluating ML-based NIDS solutions within IoT networks?

RQ2. What are the most common feature extraction techniques and tools used in these datasets?

RQ3. Are there specific challenges associated with integrating models trained on benchmark datasets into an end-to-end

pipeline for real-world applications?

By understanding the strengths and weaknesses of different feature extraction techniques, researchers and practitioners

can develop more robust and effective NIDS solutions. This research employs a systematic approach to gather relevant

articles in the literature that address research question 1. The insights derived from these studies subsequently inform the

answers to the other research questions.

3.2 Information source

When conducting a systematic review such as this, the choice of database is crucial to ensure comprehensive coverage,

high-quality sources, and efficient retrieval of relevant literature. Scopus stands out as an optimal choice for several reasons,

particularly when compared to individual databases such as ACM Digital Library, Elsevier, IEEE Xplore, ScienceDirect,

and SpringerLink, and other databases such as Google Scholar and Web of Science

Scopus database was used in this research study because of its extensive coverage, inclusion of multiple publishers,

advanced search capabilities, and high-quality content. Unlike individual databases that are often limited to the publications
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of a single publisher, Scopus aggregates content from multiple publishers. This includes major sources such as Elsevier,

Springer, IEEE, ACM, among others. Also, the content indexed in Scopus is predominantly peer-reviewed, ensuring that

the literature sourced from it is of high quality and credibility.

Figure 1. System design of mobile wireless sensor networks

3.3 Search string

The search term focuses on the intersection of datasets, IoT technologies, and NIDS. A comprehensive exploration of

various terminologies associated with these topics was conducted, as detailed in Table 1, which outlines the full range of

search terms employed in this investigation. The keywords were combined with Boolean operators to form appropriate

search queries to retrieve relevant papers.

Table 1. Search string used in this study

Search query Keywords
Article
section

Search criteria # Result

dataset* AND ( IoT OR ( internet AND of AND
thing* ) ) AND ( ( network AND intrusion ) OR (
network AND intrusion AND detection AND
system* ) OR ( network AND intrusion AND

system* ) )

Dataset and
IoT and
NIDS

Title or
Keywords

Year-2014–2024 216

Article type-Journal or
Conference Paper

Document Type

Publication-stage—Final Conference papers-123

Language—English Only Journal Articles—93
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3.4 Scope definition-inclusion/exclusion criterion

This survey examines studies that published one of the following types of data:

• New raw network traffic data in Packet Capture (PCAP) format.

• Comma-Separated Values (CSV) format data with pre-extracted features derived from new or existing raw PCAP

files.

The testbed for capturing the raw network traffic data must include IoT devices or be specifically designed for IoT

networks. To capture the latest advancements in IoT security solutions, only datasets released between 2014 and 2024 are

included.

Studies that generate non-IoT datasets or capture their data from general-purpose networks are excluded to maintain

focus on IoT-specific data. Additionally, papers evaluating existing NIDS datasets are not included.

These criteria ensure that this study focuses on IoT-related NIDS datasets, effectively addresses its research questions,

guarantees the accuracy and significance of the findings, and offers valuable insights into IoT-specific data and its

applications.

3.5 Paper selection process

A total of 216 papers were identified through a database search using the keywords listed in Table 1. We initially

screened the papers by reviewing their titles, abstracts, and methodology sections to exclude those not meeting our inclusion

criteria described in section 3.4. This initial screening resulted in 18 papers that either generated new IoT NIDS datasets or

enhanced existing ones. We then conducted a full-text review to ensure complete adherence to the inclusion criteria, which

led to the selection of 14 papers and excluded 4 papers whose dataset are not accessible publicly or have been deleted. The

14 selected papers were combined with the 8 well-known datasets identified in our preliminary study, resulting in a total of

22 datasets. We analysed these 22 datasets in this study to identify trends, challenges, and advancements in NIDS datasets

and feature extraction techniques for IoT security.

4. Description of IoT-focused NIDS datasets

As with any ML-based application which requires the availability of high-quality datasets for training the model,

quality data is also critical for the training and evaluation of ML-based NIDS. In the evolving landscape of IoT security

and NIDS, researchers have become fundamentally reliant on carefully engineered benchmark datasets for developing their

ML-based systems. The justification for this trend is multifaceted, encompassing ease of prototyping, legal and privacy

concerns associated with capturing real network traffic, issues related to labelling training datasets, comprehensive coverage

of the attack space, reproducibility, and community collaboration. In this section, we provide a detailed description of

publicly available datasets for training ML-based NIDS models.

4.1 N-BaIoT (2018)

Meidan et al. [8] from Ben-Gurion University of the Negev, Isreal, released the N-BaIoT dataset in 2018. It was

specifically captured to evaluate their autoencoder-based NIDS system designed for network-based botnet detection in an

IoT environment.

The raw network traffic was captured using Wireshark from a small-scale network with physical commercial IoT

devices connected via WiFi and several access points or wired directly to a switch and a router. The network traffic flow of

each IoT device was captured in isolation. The normal traffic is collected immediately following the device’s installation

in the network to capture the benign flows. To capture the attack traffic, the IoT devices were infected with two prevalent

IoT botnet malware, Mirai and BASHLITE. The network traffic was captured with Wireshark in PCAP format.

To process the raw PCAP into an ML-friendly format, they extracted packet-level features in line with the approach

employed in AfterImage [11]. Both the raw PCAP capture, and the pre-processed CSV formats are publicly available at

[22]. All the CSV files combined contain 7,062,606 instances and 115 features.
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The authors used this dataset to evaluate their anomaly detector, which is based on autoencoder. To do this, they split

the raw traffic data into train, optimisation and test sets. They recorded promising 100% TPR and 0.007±0.01 FPR results

and detected most attacks in less than a second.

The dataset’s main limitation is its narrow focus on Mirai and BASHLITE botnets, which may bias the trained

model and hinder its ability to generalise to other attack patterns. Additionally, processing the considerable number of

features (115) can be computationally intensive, posing challenges for real-time detection and scalability in large-scale IoT

deployments.

4.2 Kitsune dataset (2018)

This dataset was generated by researchers from Ben-Gurion University of the Negev, Israel, in 2018 to evaluate their

proposed unsupervised autoencoders-based NIDS, Kitsune [11]. The dataset combines data captured from two different

testbeds. One contained 8 surveillance cameras, and the other contained 9 IoT devices plus 3 PCs.

In the formal network, nine attacks, categorised into four types–MiTM (Man-in-the-Middle), DoS (Denial-of-Service),

Reconnaissance, and Mirai malware attacks – were launched against the IoT cameras. In the latter testbed network, one of

the security cameras was infected with a real sample of the Mirai botnet malware. The network traffics for each of the

attack and benign scenarios were captured separately. For each dataset, clean network traffic was captured for the first 1

million packets, then the cyber-attack was performed.

To generate the ML-friendly CSV format, the authors extracted 115 packet-level features using their self-developed

feature extractor tool, AfterImage, available on GitHub [23]. AfterImage works by extracting 23 features from five different

time windows (100 ms, 500 ms, 1.5 seconds, 10 seconds, and 1 minute), totalling 115 features, whenever a new packet

arrives in the network. The 23 features extracted from each time window contain statistical summaries such as weight,

mean, standard deviation, etc., aiming to capture the temporal context of the packet’s channel and senders. However,

not all 115 features are captured for packets that don’t contain Transmission Control Protocol (TCP)/User Datagram

Protoco (UDP) datagram. The tool has a small memory footprint since the statistics are updated incrementally over damped

windows. The labelling file, the pre-processed CSV and the original PCAP files are available on Kaggle [24].

The dataset was used to evaluate Kitsune, yielding good results. However, the author did not investigate cross-

evaluation of their system with other datasets.

4.3 BoT-IoT (2019)

Koroniotis et al. [25] from the Cyber Range Lab, University of New South Wales Canberra, Australia (UNSW),

captured and released the BoT-IoT dataset in 2018 and 2019, respectively. This dataset provides comprehensive network

information with accurate labelling to help detect botnet attacks in IoT networks. It ushered in the era of IoT-focused NIDS

datasets.

The testbed comprises a virtualised smart home network featuring five simulated IoT devices, instantiated using the

Node-RED platform and employing the Message Queuing Telemetry Transport (MQTT) protocol for communication. To

conduct various attack simulations, four Kali Linux Virtual Machines (VM) were deployed to execute Distributed Denial

of Service (DDoS), Denial of Service (DoS), information theft, and information gathering attacks on the IoT devices. The

Ostinato software was used to generate the benign network traffic to mimic traffic patterns representative of a real-world

network environment. Network traffic corresponding to each attack vector and benign scenario was captured independently

in PCAP format utilising the Tshark tool, to facilitate easy labelling.

The Argus tool was used to extract the dataset’s original 29 flow-level features. Using SQL stored procedures, 14

statistical flow-level features—over a sliding window of 100 connections—were also extracted. To correctly assign the

three label features—binary, attack categories, and subcategories—to the network flows, packets exchanged between the

IP addresses of the attacker and victim machines were classified as attack packets.

The raw PCAP files contain a total of over 72 million records, and the extracted flow traffic in CSV is about 16.7 GB.

To provide a more manageable size, the authors proposed 10 features (using Correlation Coefficient and Entropy metrics),
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which they argue are best for building an MLmodel and released a 5% subset of the entire dataset with the 10 best features

and about 3.5 million instances. The raw PCAP, the argus files and csv files are available to download at [26].

The authors had no IoT-focused dataset to cross-evaluate their dataset with, so they evaluated it using a train/test

splitting approach with three ML/DL algorithms.

A significant challenge in achieving reproducibility with this dataset stems from the unavailability of the script used

for generating the additional features. This lack of documentation may hinder efforts to replicate similar features in different

network environments. Additionally, the experimental setup did not utilise any actual IoT hardware, resulting in data that

lacks the authenticity and variability of real IoT traffic. Moreover, the 5% subset is highly imbalanced, containing only

477 benign flows (0.01% of the total), which presents limitations for accurately modelling the normal network behaviour.

4.4 IoT-SH (2019)

Researchers at Cardiff University, UK, purposefully generated this dataset to evaluate their three-layer lightweight

IDS architecture, which includes device identification, attack vs benign classification and attack identification [27].

The testbed consists of 8 physical IoT devices, including cameras, plugs, TVs, hubs and sensors. The IoT devices use

one or more of the following protocols: Wi-Fi, BLE, and Zigbee. A laptop was used to launch four attack types—DoS,

MITM/spoofing, reconnaissance, and replay—and capture the network traffic using tcpdump. Randomness was applied

when launching the attacks to simulate a real adversary that might target the devices. Data collection ran for three weeks

(benign) and two weeks (attack).

To extract features from the PCAP files for an ML application, the PCAP files were converted into Packet Description

Markup Language (PDML) using Tshark. The PDML format provides access to all packet attributes that can be utilised

as features. Therefore, 121 packet-level features were extracted to represent each packet using a bespoke Python script

available on GitHub [28]. To accurately label the attack packets, packets with the attacker’s MAC address and a timestamp

within the attack timeframe were identified as attack packets.

The dataset is not publicly available but can be obtained upon request from the corresponding author. The authors

utilised the dataset to evaluate their three-layer Intrusion Detection System (IDS). For this task, fewer than 10% of the 121

features were deemed sufficient to train machine learning models. Using a train/test/validate dataset splitting and 10-fold

cross-validation, they recorded the following performance in F-measure, with 90% and 98.0% on binary and multiclass

classification of the attacks, respectively.

4.5 IoT-23 (2020)

The dataset was compiled by researchers at the Stratosphere Laboratory, AIC group, FEL, CTU University, Czech

Republic, from 2018 to 2019 and made available in 2020 [29]. Its primary objective is to provide a comprehensive

collection of real, labelled IoT malware infections alongside benign IoT traffic, facilitating the development of machine

learning algorithms in the field.

The testbed comprised three physical IoT devices, Somfy door lock, Philips Hue andAmazon Echo, used to generate the

3 benign network traffic captures, one from each device. Various malware samples were executed in a Raspberry Pi for the

malicious scenario to capture 20malware captures. The attack types contained in the dataset are PartOfAHorizontalPortScan,

Mirai, Okiru, DDoS, Torii, C&C, Attack, File Download, and Heartbeat. The network traffic was captured in PCAP format.

The researchers utilised the Zeek tool to extract 21 flow-level features from the PCAP files, generating a log file in

.text format; however, three of these features are redundant. Each log file was manually labelled (binary and multiclass)

after analysing its corresponding PCAP file, ensuring an accurate representation of the traffic characteristics. The PCAP,

log, and other documentation files are available publicly at the Stratosphere Lab webpage [30]. The author did not validate

or cross-evaluate the efficacy of their dataset for developing an ML-based NIDS. However, this dataset remains one of the

most widely used by researchers.
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4.6 IoTID20 (2020)

Ullah and Mahmoud from Ontario Tech University, Canada, introduced the IoTID20 dataset in 2020 to provide a

comprehensive dataset for developing and evaluating Intrusion Detection Systems (IDS) in IoT networks [31].

The dataset is a flow-based (CSV) dataset generated from the PCAP file of [32]. The original data source’s testbed

consisted of two physical smart home devices (speaker and camera), which were subjected to four different attacks (DoS,

Mirai, MITM, and Scan). Other devices in the testbed included laptops, tablets, and smartphones. The attack was simulated

using the Nmap tool.

To generate the dataset, Ullah and Mahmoud used CICflowmeter tool [33] to extract 80 features from the raw

packet-based (PCAP) files [32] to generate the flow-based dataset (CSV format) for the IoTID20 dataset. Three additional

label features were added (binary, category, and subcategory) to the dataset. The dataset is available at [34]

The author did not cross-evaluate their dataset with any existing dataset, but they evaluated the dataset using a train/test

split approach and recorded some promising results. Of the 80 extracted features, when assessing the efficacy of their

dataset for building the NIDS model, the author used 12 features which were at least 70% correlated with other features

within the dataset.

While the dataset offers a realistic environment and a variety of attack types, it has some limitations that impact its

effectiveness for training robust IDS models. One major critique is the lack of authenticity in generating the Mirai botnet

attack packets. These packets were generated on a laptop and then altered to make it look like they came from an IoT

device [32]. This might not accurately reflect the behaviour and traits of real IoT device traffic. As a result, there could be

differences between the dataset and real-world situations, which could impact the performance of NIDS trained on this

data.

Additionally, the dataset’s limited device diversity poses a challenge. With traffic primarily from two smart home

devices, the dataset does not fully represent the wide range of IoT devices in real-world environments. This limitation

can hinder the ability of IDS models to generalise across different types of IoT devices and attack vectors. Despite

these shortcomings, the IoTID20 dataset remains a valuable resource for academic research, providing a foundation for

developing new intrusion detection techniques and highlighting areas for future improvement.

4.7 ToN_IoT (2020)

ToN_IoT is a dataset released in 2019 by researchers at UNSW Canberra’s Cyber Range and IoT Labs in an effort to

provide a rich variety of heterogeneous data sources for evaluating AI-driven IoT security solutions. It contains data from

various protocols, including TCP, UDP, and MQTT [35–37].

The dataset integrates data from four heterogeneous sources: IoT network traffic (PCAP files), telemetry data from

IoT/IIoT sensors, and operating system logs from Windows and Linux Operating Systems (OS). These data were collected

across all four sources in parallel, creating a multifaceted dataset suitable for developing federated security systems.

The dataset’s testbed mimics a large-scale Industry 4.0 network by interplaying edge, fog and cloud layers, deployed

using multiple virtual machines running Windows, Linux, and Kali OS, along with seven simulated IoT devices. Normal

traffic was generated using the Ostinato traffic generator, while a Kali VM was used to execute nine types of attacks,

including scanning, backdoor, ransomware, DoS, DDoS, MITM, data injection, cross-site scripting (XSS) and password

violations, against the IoT nodes.

The network traffic data, the source of interest in this review paper, comprises PCAP and CSV files. Each attack and

benign scenario was captured separately in PCAP using the netsniff-ng tool. The Zeek tool was further utilised for feature

extraction, yielding 44 flow-level features saved in CSV files. These features were designed to encapsulate information

on connection identifiers, statistical summaries of flows, user attributes (about DNS, HTTP, and SSL activities), and

violation attributes. The extracted features were drawn from various log files produced by Zeek, such as conn.log, http.log,

weird.log, etc. Feature labels (binary and multiclass) were assigned based on timestamps correlating to attack events that

compromised vulnerable nodes. Labels—binary and multi-class—were assigned based on timestamps corresponding to

attack events targeting vulnerable nodes within the network.
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The dataset, available at [38] in both PCAP and CSV formats, has over 22 million records across preprocessed CSV

files, of which 3.56% are benign flows, and 96.44% are attack samples. A more manageable subset of 211,043 rows

(train_test) is also accessible for training and testing machine learning models.

Although the authors did not cross-validate this dataset with existing ones, they employed a train/test split methodology

and reported promising results. However, it should be noted that using features related to the device IP addresses and

ports, which are specific to the testbed setup, could potentially inflate the model’s performance metrics, which may not be

achievable if the models are deployed in a different network configuration.

Moreover, a notable limitation of the dataset is its synthetic nature; the testbed did not involve actual users generating

legitimate traffic, and most IoT/IIoT devices were simulated on a VM. This may affect the dataset’s ability to accurately

reflect real-world attack patterns, potentially hindering the generalisation capability of any models trained on it.

4.8 MQTTset (2020)

The dataset was generated in 2020 by [39]. It is focused on the MQTT protocol. The testbed is a simulated smart

home environment where sensors retrieve information, such as temperature and humidity, at varying temporal intervals and

send it to an MQTT broker. The 8 sensors in the testbed were simulated using IoT-flock, a network traffic generator tool,

while the MQTT broker was based on Eclipse Mosquitto v1.6.2. Normal traffic was captured by simulating the normal

sensor working mode, in which the sensors communicate with the MQTT broker. For the attack scenarios, the MQTT

broker was targeted with a brute force attack, a malformed data attack and three DoS attack variants.

The normal and attack scenarios were captured separately in PCAP format using Wireshark. The Tshark tool was

used to extract 33 packet-level features from the raw network traffic, generating a CSV format for ML training. Both the

PCAP and CSV files are made available publicly on Kaggle [40].

The author did not cross-evaluate their dataset with any existing dataset; however, they evaluated the dataset using a

train/test split approach and recorded some promising results. Nevertheless, some categories, such as Malformed data

attack, were complex to detect.

4.9 MQTT-IoT-IDS2020

Given that MQTT is one of the most prominent IoT protocols and recognising the absence of a dedicated dataset

focused on this protocol, Hindy et al. [41] developed this dataset through a simulated MQTT network architecture. This

simulation serves as a viable alternative for researchers and practitioners requiring MQTT-specific data for their analyses

and applications.

The testbed is a simulated MQTT network architecture consisting of 12 sensors and 1 camera, all simulated on a VM.

The devices were subjected to 4 attack types–aggressive scan, UDP scan, Sparta SSH brute-force, and MQTT brute-force

attack. Each scenario (attack and normal) is captured independently using tcpdump.

To generate ML-level CSV data from the PCAP files, PyShark and DPKT python libraries were used to extract three

feature-level data formats– packet, unidirectional flow-based, and bidirectional flow-based—from the PCAP files. For the

unidirectional format, 18 features were extracted using a custom script based on DPKT, which is available on GitHub [42].

A label feature was then added to categorise the attacks. Both the raw PCAP files and the CSV format of the three feature

levels were made publicly accessible for researchers on IEEE DataPort [43].

However, a major issue with this dataset is that the existing documentation is not detailed enough. For example, since

background normal operations were maintained during the attack scenarios, it is ambiguous how the normal activity was

differentiated from attack traces during the labelling process.

The author did not cross-evaluate their dataset with an existing dataset but instead evaluated the dataset using a train/test

split approach with each of the datasets (packet-based, bidirectional flow-based, and unidirectional flow-based). Their

analysis indicated that models utilising bidirectional flow-based features achieved superior performance. Consequently,

they concluded that flow-based features are more effective in distinguishing between benign traffic and MQTT-based

attacks.
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4.10 MedBIoT (2020)

Guerra-Manzanares et al. [44] from Tallinn University of Technology, Tallinn, Estonia, generated this dataset to

contribute to existing datasets for training ML-based IDS for IoT networks with a special focus on botnet detection.

The dataset focuses on the early stages of botnet deployment, specifically spreading and Command-and-Control (C&C)

communication.

It was generated from a medium-sized IoT network comprising over 80 devices, organised into three interconnected

segments: the internet, a monitoring, and an IoT LAN. Of the total devices, 80% were simulated, comprising various

appliances such as locks, fans, and light bulbs, while three were physical devices, including one TP-Link light bulb. The

dataset includes attacks from three well-known IoT botnets: Mirai, BashLite, and Torii, which were orchestrated against

the IoT devices.

To capture baseline normal traffic, a Python script was developed to interact with the IoT devices, simulating typical

user behaviours such as activating lights and adjusting fan speeds. The network traffic was recorded during these regular

operational scenarios. For the attack scenarios, traffic was captured during the initial phases of the botnet propagation.

Each normal and attack dataset was recorded separately in PCAP format utilising tcpdump.

To facilitate a machine learning-compatible data format, a custom script was developed to extract 100 distinct features

from the raw PCAP files. This feature extraction methodology was guided by the work of [11]. Statistical features of

network traffic were derived over five different time windows—100 ms, 500 ms, 1.5 s, 10 s, and 1 min—culminating in

the creation of 100 features. The dataset is available in both PCAP and CSV formats for public access [45].

The authors performed an initial evaluation of the dataset utilising a train/test split and achieved promising results,

including an F1 score of 0.97 for the random forest classifier. However, a significant limitation of this dataset is the

unavailability of the feature extraction script, which hinders other researchers from accurately replicating the feature set in

their environments. This lack of transparency could affect the practical deployability of models trained using this dataset.

4.11 ECU-IoHT (2020)

This dataset was generated in 2020 by [46] at Edith Cowan University, Australia, to help the healthcare security

community analyse attack behaviour and develop robust countermeasures.

To generate the dataset, an IoMT testbed was developed to generate the dataset consisting of 3 IoMT sensors connected

to the Libelium MySignals healthcare device, which in turn communicates the sensor data via WiFi to the Libelium cloud

server. AKali Linux VM running on aWindows PC was used to attack the IoMT setup. The attacks launched in the publicly

available dataset include Smurf, DoS, ARP spoofing, and Reconnaissance attacks. The network traffic was captured using

Wireshark.

To label the dataset, manual packet analysis was performed to differentiate between attack traffic and normal traffic in

the capture file using the time of the attack launch. This approach differs from that of other authors, who generate separate

PCAP files for each attack or normal scenario and label the flows accordingly. Flow-based data was generated (usingArgus

and Tsark from the raw PCAP file) for evaluation purposes but was not made publicly available. Instead, the packet-based

PCAP file was directly converted to spreadsheet format (.xlsx) and made publicly available to researchers with the addition

of two label features [47]. The dataset contains a total of 111207 packets, of which 21% are normal packets.

The authors used twelve different types of anomaly detection algorithms to evaluate the dataset. Their results show

that most models performed poorly across most attack types. Moreover, the LDCOF that recorded the best performance

failed to identify the DoS attacks, partly due to the small representation of the DoS attack in the dataset (639 instances).

Notably, the format in which this dataset was made available Excel Spreadsheet (XLS) is not suitable for researchers,

as features can't be extracted from it, and the current information does not contain extracted features or sufficient details to

perform any machine learning. Additionally, this dataset differs from typical DoS scenarios, where large network traces

are often left. This discrepancy raises questions about whether the data was correctly configured and captured.
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4.12 TCP FIN flood and Zbassocflood dataset (2021)

To fill the gap in the lack of datasets that used real-life devices and diverse communication protocols, Stiawan et al.

[48] from the Computer Network and Information Security (COMNETS) laboratory at Sriwijaya University, Indonesia,

generated the TCP FIN Flood and Zbassocflood Dataset and made it public in 2021 [49].

The testbed utilised a real-life star network topology, comprising a wireless router that connected six physical sensor

nodes to a server (a PC). Four sensor nodes communicate via WiFi and other two via ZigBee protocol. The sensors capture

the following data: humidity, gas, fire, soil moisture, water level, and temperature. The Wi-Fi-based nodes send their data

directly to the server, while the ZigBee-communicating nodes first broadcast their data to the Raspberry Pi middleware,

which then sends the data to the server via Wi-Fi. The testbed focused on three DoS/DDoS attacks: a “finish” (FIN) flood

and a User Datagram Protocol (UDP) flood targeting WiFi communication (Nodes 1-4, the Middleware, and the server),

and a Zbassocflood/association flood targeting ZigBee communication (Nodes 5–6).

For data capture,Wireshark was connected to the router to capture the network traffic of the six IoT nodes. Additionally,

an AVR RZUBSSTICK was connected to Nodes 5 and 6 (ZigBee nodes) to capture the dedicated ZigBee traffic. Wireshark

was also installed on the server PC to capture the non-IoT traffic on the server side. The resulting overall dataset is labelled

accordingly as normal or attack. Feature extraction was performed using the Tshark tool, resulting in 95 features for the

WiFi dataset and 64 for the Zigbee dataset. However, only the raw PCAP files were made publicly available to the research

community [49].

The author did not perform a cross-evaluation of their dataset with existing dataset. However, they evaluated the

dataset’s robustness for recognising the types of data traffic, using a rule-based signature analysis method that used Naïve

String Matching. They utilized the FIN and Zbassocflood-related datasets for evaluation and achieved promising results,

precisely an accuracy level of 99.92%, a Precision of 100%, a False Positive Rate (FPR) of 0, and a False Negative Rate

(FNR) of 0.0869.

4.13 Edge-IIoTSet (2022)

Ferrag et al. [50] generated the Edge-IIoTSet in 2022 to add to the limited number of IoT/IIoT datasets available for

cybersecurity research. In their work, they propose a new IoT /IIoT dataset collected from a sophisticated seven-layer

testbed, including more than 10 IoT/IIoT devices and with 14 IoT and IIoT protocol-related attacks lunched in the testbed.

The testbed is a seven-layer testbed IoT/IIoT environment featuring a diverse array of physical devices, sensors,

communication protocols, and versatile cloud/edge configurations. The testbed consists of over 10 IoT/IIoT devices.14

attack types categorised into five threats were launched against the IoT devices.

The network traffic was captured in PCAP form using Wireshark. To provide a flow-level dataset for training ML

algorithms, Zeek and TShark tools were used to extract 1176 features from the raw PCAP files (network traffic) and other

sources, including system resources, logs, and alerts. A Python script based on the Yellowbrick package was then used to

reduce the features based on their correlation to form the 61 features present in the dataset. Additional label features were

also added for binary and multiclass classification. Both the raw PCAP and pre-processed CSV files are made available to

the research community as an open dataset on IEEE DataPort [50].

The author did not perform a cross-evaluation of their dataset with the existing dataset, as done by the IDSAI dataset

authors. However, they evaluated their dataset suitability for training ML-based NIDS by assessing the performance of

5 ML/DL algorithms using federated and centralised learning approach. For the centralised mode and using 2-hidden

layer DNN, they recorded accuracy of 99.99%, 96.01%, and 94% for the 2-class, 6-class, and 15-class classification tasks,

respectively.

4.14 CIC IoT dataset (2022)

In 2022, the CIC IoT dataset was developed by Dadkhah and colleagues at the Canadian Institute of Cybersecurity

(CIC), Faculty of Computer Science, University of New Brunswick (UNB), specifically designed for the profiling,

behavioural analysis, and vulnerability testing of various IoT devices [51].
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The testbed comprises 60 distinct physical IoT devices, enabling the accurate simulation of a real-world smart home

environment. This includes devices utilizing WiFi, ZigBee, and Z-Wave protocols, such as cameras, a lamp, and a coffee

maker. Although the primary focus of the dataset is on the behavioural analysis of IoT devices in both idle and powered-on

states, the researchers also executed DoS and RTSP brute-force attacks on ten selected IoT devices to capture resultant

traffic. This makes the dataset suitable for building NIDS.

Network traffic was captured using Wireshark in raw PCAP format. Subsequently, flow-level datasets were generated

employing the Python packet manipulation library, DPKT, which facilitated the extraction of 48 features from each device’s

network captures. Both the raw PCAP files and the resulting CSV format dataset are accessible on the CIC dataset page

[52].

It is essential to note that because the dataset is primarily oriented towards device profiling, the authors did not

investigate its potential for constructing ML-based NIDS. The custom tool employed for feature extraction used in the

dataset generation, combined with inadequate documentation of the extraction methodologies and the absence of the source

code, may hinder the reproducibility of this process by other researchers and, therefore, limit the deployability of models

trained with this dataset.

4.15 NF-BoT-IoT-v2 and NF-ToN-IoT-v2 (2022)

To promote a standardised feature set between NIDS datasets and to facilitate a fair comparison of ML-based network

traffic classifiers across different NIDS datasets, Sarhan et al. [10] provided two NetFlow-based datasets, NF-BoT-IoT-v2

and NF-ToN-IoT-v2. These are extended versions of two well-known IoT NIDS datasets, BoT-IoT and ToN-IoT.

To generate the dataset, they used the nProbe tool to extract 43 NetFlow version 9 features from the publicly available

PCAP files of the respective dataset. To label the dataset, they match the five flow identifiers: source/destination IPs and

ports and protocol to the ground truth attack events published by the original dataset’s author. For the NF-BoT-IoT-v2

dataset, the total number of data flows is 37,763,497, out of which 37,628,460 (99.64%) are attack samples and 135,037

(0.36%) are benign. The dataset has four attack categories. NF-ToN-IoT-v2 contain a total number of 16,940,496 data

flows out of which 10,841,027 (63.99%) are attack samples and 6,099,469 (36.01%) are benign. The data is available

publicly at [53].

To assess the datasets, the researchers conducted a comparative analysis of classifier performance using both the

extended NetFlow data and the original feature set. They observed a reduction in the FalseAlarm Rate (FAR) and prediction

time when utilising their curated dataset, thereby validating the effectiveness of the extended NetFlow feature set. Notably,

the feature extraction process implemented in this dataset is not only automated through nProbe but is also designed for

reproducibility by other researchers in their network environments.

4.16 AIoT-Sol (2022)

Min et al. [54] developed theAIoT-Sol Dataset in 2022 to complement existing datasets by providing a comprehensive

labelled dataset with more attack types that reflects real-world IoT attacks and can be used for developing ML based

anomaly detection systems for IoT networks. They also aim to provide a systematic approach to design and develop an IoT

testbed to generate a similar dataset.

The dataset testbed consists of six IoT devices: a Raspberry Pi (running an MQTT broker), a smart camera, a smart

socket, a smart plug, a smartphone, and a smartwatch; a VM running four deliberately vulnerable applications; and a PC for

the attack. The four deliberately vulnerable applications and the IoT devices are victims of 17 attack types from a PC. The

17 attack types launched were informed by the 2018 Open Web Application Security Project (OWASP) top ten IoT risks.

Benign traffic was captured for 2 hours while running the network devices in standbymode with normal user interaction.

Each attack scenario was launched and captured with Wireshark at different times to allow for easy dataset labelling, a

convention among dataset authors.

To extract the flow-based data, the CICFlowMeter was used to derive network statistical features and labels from the

PCAP files. The public dataset is exclusively available in the CSV flow format, comprising 83 features. Additionally, it
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contains one label feature categorised into one benign and 16 different attack types. The dataset contains approximately

5.1 million total flows, of which around 2.4 million are benign flows.

A major concern with this dataset is the disproportionate representation of specific attack types. For instance,

vulnerabilities like Server-side Request Forgery (1,756 instances), and Open Redirect (1,237 instances) are heavily

underrepresented when compared to other attack types, such as SSDP flooding attack (970,418 instances) and MQTT brute

force attack (482,553 instances). This uneven distribution will affect the performance of ML trained with this dataset in

detecting the underrepresented attacks.

4.17 LATAM DDoS-IoT (2022)

The LATAM dataset was designed and created by collaborative effort between researchers at Aligo, Universidad

de Antioquia, and Tecnologico de Monterrey [55]. It was generated to address the deficiency of datasets derived from

testbeds that utilise real user traffic and launch DDoS/DoS attacks on physical IoT devices. The dataset aims to enhance

the understanding of attack vectors and bolster defences in real-world IoT environments.

Its testbed consisted of 4 physical and one simulated IoT device deployed in an Software-Defined Network (SDN)

environment. The IoT devices were the victim of protocol-based DDoS/DoS attacks launched by Kali VMs using Hping3

(UDP and TCP-based) and GoldenEye (HTTP-based) tools. Normal traffic was captured over 50 minutes using a gatherer

node from a span port mirroring Aligo’s customers’ production activity. Each victim’s attack time window was 10 minutes.

Each attack and normal scenario was captured separately using the tcpdump tool, and the PCAP files were named according

to the scenario for ground-truth labelling.

The Argus tool was used to parse each PCAP file into network flow (CSV) format, containing 18 features and two

label features. The features extracted in the dataset were informed by some BoT-IoT features investigated in prior work of

some of the dataset’s authors [56]. To label the dataset, all flows from each file are labelled to reflect the scenario from

which it is generated. The DDoS version (LATAM-DDoS-IoT) contains a large number of attack flows in the ratio of 1

normal to 61 attack traffic and a total of 49,666,991 flows with 20 attributes. The PCAP and network flow (CSV) are

publicly available on IEEE DataPort [57]. The consideration of normal traffic from real users in the dataset allow for the

modelling of real user traffic using the dataset.

To validate their dataset, the researchers developed a Java application that incorporates the entire ML-based NIDS

pipeline. This application employs a decision tree model trained on the LATAM-Bot-DDoS-IoT dataset, a hybrid dataset

comprising their LATAM dataset and a balanced variant of the BoT-IoT datasets from [56]. The application was designed

to safeguard a simulated SDN architecture that integrates physical and virtual components against Denial-of-Service (DoS)

and Distributed Denial-of-Service (DDoS) attacks. They achieved strong performance metrics, with 94.6% accuracy and a

95% F1 score, and zero false positives, while maintaining a false negative rate of 0.09%.

4.18 CICIoT2023

In 2023, Neto et al. [21] generated this robust dataset at the CIC Institute of UNB, with the aim of expanding the

breadth of malware activity representation. This initiative is designed to enhance the development of security analytics

applications tailored for real-world IoT environments, particularly within smart home contexts.

The testbed simulates a smart home environment and incorporates a diverse array of devices utilising WiFi, ZigBee,

or Z-Wave protocols. The devices include smart home devices, cameras, sensors, and microcontrollers (Raspberry Pi

units). Notably, this testbed comprises 105 physical IoT devices, marking it as the most extensive of all the datasets we

reviewed. These devices were strategically categorized based on their vulnerability to various attack types; for instance,

web-based attacks were directed at devices supporting web applications. A total of 33 distinct attack vectors were executed,

classified into seven primary groups: DDoS, DoS, Recon, web-based, brute force, spoofing, and Mirai. All attacks involved

malicious IoT devices targeting other IoT devices, contributing to one of the few datasets that detail both attacking and

victimized IoT devices.

The benign traffic dataset was generated through 16 hours of transactional data from the IoT devices during both idle

states and periods of human interaction. To extract features from the captured traffic, the DPKT Python library was used to
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create a custom script to extract 47 distinct features from the PCAP files. These features include summary statistics, such

as mean values, calculated over fixed-size packet windows of 10 or 100 packets. This approach was employed to address

discrepancies in data size, particularly relevant when comparing DoS attack traffic (100 packets per window) to Command

Injection traffic (10 packets per window), thereby capturing the nuances of the packet sequences exchanged between

the host devices. Extracted features are based on proposals from the creator of CIC IoT dataset 2022 and Edge-IIoTSet

[50, 51]. The PCAP and CSV formats of the dataset are publicly available on the CIC dataset page [58]. To ensure the

reproducibility of the feature extraction process by other researchers, the authors release sample source codes used in

extracting the original features presented in the dataset.

The author did not cross-evaluate their dataset with any existing one, however, they adopted 5 ML algorithms to

evaluate the dataset in binary, multi-class with 8 classes or multi-class with 34 classes classification problems using a

train/test split approach. They recorded a good performance on binary classification, but the performance degraded slightly

(0.96 to 0.71 - F1 score) on the multiclass classification problem, indicating the complexity of classifying many attack

classes.

4.19 IoMT-TrafficData (2023)

In 2023, researchers at the Polytechnic of Leiria, Portugal, created the IoMT-Traffic dataset to capture and analyse

network traffic in an IoMT environment. The dataset was created using a testbed that simulated a sports clinic environment

comprising three main network areas: the Adversary Area, the General IoTArea, and the Wireless Body Area Networks

(WBAN) [59]. The testbed comprises four IoT devices, including PIR motion sensors, DHT11 sensors, smartwatches, and

heart rate belts, utilising communication protocols such as MQTT, CoAP (Constrained Application Protocol), Bluetooth,

and Wi-Fi to reflect real-world usage scenarios.

Multiple cyberattacks are executed within the testbed to generate the attack data. These attacks include variations of

DoS attacks (Apache Killer, R-U-Dead-Yet, Slow Read, and Slow Loris), ARP Spoofing, CAM Table Overflow, MQTT

Malaria, Network Scanning, Bluetooth Reconnaissance, and Bluetooth Injection. The attacks target different devices and

protocols within the testbed, providing diverse malicious traffic data.

Separate approaches were used to capture data from the two distinct protocols, IP-based and Bluetooth, represented

in the testbed. Tcpdump was used to capture data for IP-based traffic, and a Bluetooth dongle was used for Bluetooth

traffic. For the IP-based traffic, the benign traffic was collected over approximately 120 hours, resulting in around 3 million

packets, while malicious traffic was collected over about 5 hours, generating over 15 million packets in total. The data

was collected and stored in PCAP format with tcpdump. For the Bluetooth-based traffic, a Bluetooth dongle was used to

capture over 974,630 packets, comprising approximately 90% normal traffic, 4% reconnaissance attacks, and 5% Bluetooth

injection attacks.

Both packet-based and flow-based features were extracted from the raw PCAP of the IP-based traffic. To generate the

flow-based features, proceeded the PCAP files with Zeek and combined the conn.log and flowmeter.log files generated

by Zeek using the unique identifier, uid, to produce the 3.2 million flow-level data records, of which 10% are normal

flows. The packet-based approach utilizes Tshark to extract detailed packet information from each packet, leveraging

the authors’ domain knowledge, and then converts the PCAP file into CSV format. The flow-based data consisted of 24

features (including 2 label features), while the packet-based data comprised 23 features. The data is made available to

researchers in the original PCAP format and CSV format in three subsets (BLE, IP-based packet, and IP-based flow data)

on Zenodo [60].

The authors’preliminary comparative analysis reveals that the flow-based approach offers superior outcomes compared

to the packet-based approach. They also noted that using flows in an IDS can reduce data transfer volume by approximately

90% compared to packet-based data. The authors did not conduct a cross-evaluation with existing data.

4.20 IDSAI (2023)

Fernando et al. [61] generated the IDSAI dataset to provide a dataset for contrasting model generalisation across

different network setups. The testbed comprises a network of sensors that gather various environmental parameters,
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including temperature, humidity, carbon monoxide, and ultraviolet intensity, which are subsequently relayed to a Raspberry

Pi 3 node. This node aggregates and transmits the data to the cloud for further statistical analysis and visualisation. Within

this framework, ten distinct types of cyberattacks were executed against the node, and the Wireshark tool was employed to

capture the network traffic in PCAP format. Attacks launched include DDoS, brute force, MiTM, UDP port scan, TCP null

and 5 variations of the DoS attacks.

For feature extraction, the researchers developed a proprietary script to extract 24 features from the raw traffic data,

transforming it into a machine learning-friendly CSV format. These features were identified through a thorough analysis

of the dataset and were partly informed by definitions from prior research. To address potential biases and data imbalance,

the dataset was carefully curated to include an equal number of instances for each type of intrusion. Overall, the dataset

consists of 1,000,000 samples—50,000 of which are normal traffic, alongside 5,000 samples corresponding to each of the

ten attack categories. Only the CSV format of the dataset has been made publicly available on GitHub [62].

To validate the efficacy of the IDSAI dataset, the authors conducted a cross-evaluation by training models on the

dataset and testing their performance against a portion of the raw PCAP data from the BoT-IoT dataset. Utilising the

same in-house script for feature extraction, they extracted an identical feature set from the BoT-IoT raw PCAP data. The

best-performing models, trained on the IDSAI dataset, successfully predicted binary labels (attack versus non-attack) on

the BoT-IoT data, achieving over 90% accuracy, thereby underscoring the robustness of the dataset for training generalised

NIDS models.

The IDSAI dataset has notable limitations, including insufficient documentation on the feature extraction process

and the lack of public access to the feature extraction script. These affect the reproducibility of the feature extraction

methodology and, ultimately, the viability of training a deployable NIDS model using this dataset. Additionally, the raw

traffic data is not publicly available for researchers to engineer their own features.

4.21 GRASEC-IoT (2024)

Hamouche et al. [63] present GRASEC-IoT (a GRAph-based dataset for SECurity enforcement in IoT networks), a

curated collection of graph data specifically designed for research into the application of Graph Neural Network algorithms

for attack detection within IoT networks.

The dataset was generated in a simulated IoT network environment, which includes a user network, an adversarial

network, and remote servers. The user network features VMs emulating end-user devices and IoT devices, while the

remote servers host the two most common IoT communication protocols, CoAP and MQTT, which were set up to service

IoT devices in the user network. The adversarial network utilizes a bot master (Kali VM) as a Command and Control

(C&C) server to orchestrate attacks, including DDoS, brute force, and port scanning. The simulated IoT devices include

MQTT-based sensors (light intensity, temperature, and smoke) and CoAP-based devices (door lock and fan speed controller).

Benign traffic was generated through a VM emulating user activities, and a VM running IoT-Flock software simulated

IoT devices communicating with remote servers via MQTT or CoAP protocols. From the adversary network, malicious

traffic was generated by launching 3 high-level attacks against the remote servers (which serve as the user network server).

These attacks included DDoS attacks, brute-force attacks, and port scanning.

Network traffic was captured using Wireshark and saved in PCAP format. The CICFlowmeter tool was used to extract

83 features to generate the flow-based version of the dataset. This graph-based data can be used to train Graph Neural

Network (GNN) models for IoT security. Both the JSON and CSV formats of the dataset can be accessed on Gitlab [64].

The flow-based dataset contains 740,000 flows with ground-truth labels. The JSON format can be used for training GNN

and NN models.

The authors did not evaluate the dataset but presented the network traffic data in graph format to capture the interactions

and relationships between devices, services, and communication patterns within the IoT network.

4.22 CICIoMT2024

The CICIoMT2024 dataset consists of Internet of Medical Things (IoMT) network traffic captured and released in

2024 by [65] from the CIC institute, UNB, to serve as a realistic benchmark dataset for evaluating IoMT security solutions.
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The dataset testbed comprises 40 IoMT devices, consisting of 25 real devices and 15 simulated devices. The IoT

devices utilise one of the popular IoT protocols commonly found in healthcare, including Wi-Fi, MQTT, or BLE. All the

MQTT devices were simulated using the IoTFlock simulation tool, while the Bluetooth and WiFi-enabled devices were

physical. The behavioural patterns of the IoT devices were captured by studying their power, idle, active, and interaction

states. These traffics form the benign traffic presented in the dataset. For the attack traffics, the BLE devices were subjected

to a DoS attack, while the WiFi and MQTT devices were victims of 18 distinct cyberattacks categorised into five: DDoS,

DoS, Recon, MQTT, and spoofing attacks. The network traffic of both attack and normal scenarios was captured using

Wireshark. However, the traffic data of the BLE devices were captured and grouped separately from the WiFi and MQTT

data with the help of Ubertooth One sniffer.

The DPKT Python library was used to extract 39 features from the raw PCAP files to generate flow-level CSV data

formats—a subset of features found in CIC_IoT23. The flow-based data contains 3 labelling categories (binary, 6 major

categories and 19 sub-category attacks. The dataset is available on the CIC dataset page [66].

The authors employed a comparable methodology to assess their dataset and noted results that closely resembled

those found in CICIOT2023. This similarity can be attributed, in part, to the fact that nearly the same group of researchers

generated both datasets.

Figure 2. Number of IoT-focused NIDS datasets published by year

Figure 2 shows the number of IoT NIDS datasets published per year from 2018 to 2024. It hig the fluctuating

publication trends in datasets, with no consistent growth.

5. Survey findings
5.1 Tool variability and feature inconsistency in NIDS datasets

Figure 3a-f presents a comparative analysis of feature set intersections among datasets utilising identical feature

extraction tools. It highlights that, even when employing the same underlying tool (e.g., Argus), most datasets exhibit

uniqueness in their feature representations. For example, the Bot-IoT and LATAM-DDoS datasets–both processed through

Argus–capture fundamentally distinct aspects of network behaviour, as evidenced by their lack of overlapping features

(Figure 3a,f)
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Figure 3. (a) Feature analysis of datasets that used Argus tool for feature extraction; (b) feature analysis of datasets that used CICFlowMeter tool for
feature extraction; (c) feature analysis of datasets that used DPKT library for feature extraction; (d) feature analysis of datasets that used Tshark tool for
feature extraction; (e) feature analysis of datasets that used Zeek tool for feature extraction; (f) feature analysis of datasets that used Argus tool for feature
extraction
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Furthermore, there are persistent inconsistencies in feature names across datasets derived from the same tool. The

CICFlowMeter (Figure 3b) case acutely demonstrates this challenge, where semantically equivalent features appear as

“Source IP” (AIoT_Sol), “Src_IP” (IoTID20), and “Src IP” (GrasecIoT). Such terminological discrepancies and unique

feature sets complicate cross-dataset comparisons and model benchmarking, revealing the need to standardise features.

These findings underscore that tool selection alone cannot ensure feature compatibility.

5.2 Feature extraction tools

Due to the nature of network traffic, useful features must be extracted from the raw network dataset before training

ML algorithms. Otherwise, gaining useful insights from the data won’t be easy. From the reviewed dataset in this study,

several tools have been used for this process, with varying impacts on the resulting feature spaces. This section briefly

discusses each of these tools.

5.2.1CICFlowMeter

This open-source bidirectional network flow analyser extracts 80+ features (e.g., packet lengths, inter-arrival

times, flags) from PCAPs, generating CSV outputs with flow identifiers (IPs, ports, protocol). It originally started

as ISCXFlowMeter and was extensively discussed by the authors [33]. It was originally written in Java but now has a

Python implementation. The Python version is available on GitHub [67]. Also, the original C software is on GitHub [68].

It was used in IoTID20, AIoT-Sol, and GraSec-IOT datasets.

5.2.2Tshark

This is Wireshark’s command-line tool for packet analysis. It can capture packet data from a live network or read

packets from a previously saved capture file. It can extract detailed protocol-specific fields and statistics at the packet level.

It is highly customisable via the display filter flag (-T fields), and this feature offers a lot of flexibility for users to extract

relevant features that suit their needs. It is often used for parsing metadata (e.g., HTTP headers, DNS queries, TCP, etc) or

exporting to JSON/CSV. It was used to generate the following datasets: Edge-IIoTSet (alongside Zeek), IoT-SH (alongside

a bespoke python script), MQTTset and TCP FIN Flood and Zbassocflood.

5.2.3Zeek (formerly Bro)

It is an open-source network security monitoring tool that analyses raw network traffic and generates several rich log

files (e.g., conn.log for flows, http.log for HTTP traffic, and traffics from several other application layer protocols) from

either a capture file or network interface(s) [69]. It can be run passively, making it ideal for real-time or offline PCAP

analysis. It was used in Edge-IIoTSet (alongside Tshark), ToN-IoT, IoMT-Traffic, and IoT-23 datasets.

5.2.4nProbe

It is a probing tool that can extract up to 365 NetFlow/IPFIX-based features [70], including throughput, jitter, and

TCP metric from existing files and live capture. Its many extractable features offer users the flexibility to extract relevant

features that meet their needs. It is a command-line tool available as both an open-source version, available on GitHub

[71]and enterprise versions that can be purchased from the Ntop organisation. It was used by [10] in generating their

datasets, NF-BoT-IoT-v2 and NF-ToN-IoT-v2.

5.2.5Argus

It is one of the earliest works on netflow analysers that started in 1984. It can process raw packet data from either a file

or network interface(s) and extract network flow-level features to generate bidirectional flow data in CSV or JSON format

(Argus data). The Argus data can be made available for near real-time analytic processing or stored and used to generate a

network activity audit information system [72]. It was used in BoT-IoT (alongside a custom script) and LATAM-DDoS-IoT.

It is an open-source tool available on GitHub https://github.com/openargus/argus [72].
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5.2.6DPKT

This is a lightweight Python packet parsing library for manual feature extraction. It supports TCP/IP protocols and

enables custom feature engineering (e.g., payload analysis, header fields). This library was used (alongside Pyspark) for

the feature extraction in four datasets: MQTT-IoT-IDS2020, CICIoT2022, CICIoT2023, and CICIoMT2024. For more

information, we refer readers to the project’s GitHub page [73].

5.2.7AfterImage

This is the feature extraction framework introduced by [11] and used in generating their dataset, the Kitsune dataset.

Its variation was also used in generating the N-BaIoT dataset. It can extract up to 115 packet-level features from network

capture by monitoring the pattern of each network channel through damped incremental statistics, generating a feature

vector for every packet. This vector reflects the temporal context of the packet’s channel and sender. Its source code is

available on GitHub [23]

Each of the above tools suits different needs: CICFlowMeter for standardised features, Zeek/Tshark for deep protocol

inspection, DPKT for custom scripting, and Argus/nProbe for flow exports.

5.3 Dataset source

Table 2 categorises the feature extraction tools outlined in Section 5.2 based on their core methodologies for analysing

network traffic. These tools derive features from raw network data through two primary techniques: packet-level features

and flow-level features. Below is a concise overview of these two data types.

Table 2. Data source generated by different feature extraction tools

Data Source Tool Usage

Flow-based CICFlowMeter, nProbe, Argus, Zeek, DPKT 15 datasets

Packet-based Tshark, AfterImage 8 datasets

Packet-based data: This data source contains a Packet-level feature. Packet-level feature extraction represents each

individual network packet as a distinct row in the parsed dataset (typically CSV format), preserving fine-grained protocol

and payload characteristics. Common features in this category are features related to individual application protocols such

as tcp.flags, frame.len, http.content_lenght, etc. This feature level captures atomic network events but may incur scalability

challenges in high-throughput environments due to storage and processing overhead. A common tool for extracting this

type of feature is Tshark. AfterImage [23] also extract this level of feature. This data source is presented in 8 datasets in

this study (see Table 3).

Flow-based data: Flow-level features are extracted in this dataset source. These features are generated by aggregating

packets that share common flow identifiers, characterised by the five-tuple: Source IP, Source Port, Destination IP,

Destination Port, and Protocol. This five-tuple serves as the flow identifier. The sequence of packets captures the

unidirectional or bidirectional flow of communication between two unique endpoints. Common features in this category

are statistical features such as bytes per second, bytes per packet, SYN flag count, etc, which tend to provide detailed

information about the communication session between two hosts (sender and receiver). As the dominant paradigm (15 of

the 22 datasets reviewed, including Bot-IoT, NF-BoT-IoT-v2 and CICIoT2023), flow features balance granularity and

scalability by summarising session characteristics such as duration, packet/byte counts, protocol-specific metrics (e.g.,

DNS query/response ratios), and Time-windowed behavioural profiles.

Comparing both data sources, the flow-based dataset can save on space and processing due to requiring less storage.

These can be seen from the packet-level and feature-level data sources available in the IoMT-TrafficData dataset [59]. The

flow-based data source required only 10% of the storage needed for the packet-based data.
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The distinction between these approaches is critical for NIDS implementation, as packet-level features offer fine-

grained detection capabilities at the cost of higher computational overhead, while flow-level features provide scalable

analysis suitable for high-speed IoT networks.

5.4 The reproducibility issue in NIDS benchmarking datasets

Effective deployment of ML-based NIDS hinges on the ability to replicate feature extraction from raw network

traffic—a process that must mirror the methodology used in training datasets. While many public datasets, such as IoT-23,

ToN-IoT, and NF-BoT-IoT-v2, provide well-documented, tool-based feature extraction (e.g., nProbe, Zeek, etc.), enabling

reproducible preprocessing, others suffer from critical limitations.

Datasets like N-BaIoT, Edge-IIoTset, CICIoT2022, CICIoMT2024 and MedBIoT rely on custom, inaccessible scripts,

lack sufficient documentation or are overly dependent on environment-specific feature sources, rendering their feature sets

irreproducible in different network environments. These constraints render even high-performing NIDS models unusable

in practice, as the necessary features for prediction cannot be extracted in a new or varied network environment.

Consequently, datasets with opaque or non-replicable feature extraction processes—including CICIoMT2024 and

MedBIoT— should not be employed as benchmarks for real-world applications. Researchers aiming to develop deployable

NIDS must prioritise datasets with transparent, tool-driven feature extraction, ensuring their models can transition from

experimental validation to operational use. Without addressing these challenges, the disconnect between academic research

and practical cybersecurity solution [10] will continue, constraining the effectiveness of ML-based intrusion detection

within real-world IoT environments.

6. Optimising NIDS solutions: key strategies for effective dataset utilisation and

model generalisation
6.1 Provide raw PCAP files

Though researchers predominantly use CSV-formatted feature sets for ML-based NIDS development, raw PCAP data

remains essential, given the lack of standardised feature sets in NIDS research and the diverse feature space extractable

from network traffic. The raw PCAPs allow for investigating features with better environmental generalisability. Also,

pre-extracted feature sets often contain dataset-specific artifacts [17] and non-reproducible processing pipelines that limit

transfer learning. Ref. [10] findings, show that models trained on researcher-derived features outperformed those using

authors’ feature sets.

6.2 Prioritise cross-dataset-validation

Table 4. Performance metrics from studies that perform cross-dataset validation

Study
Training
dataset

Testing
dataset

ML
algorithm

Task type
Same-dataset
performance

Cross-dataset
performance

Performance drop

[61] IDSAI BoT-IoT XGBoost Binary

Accuracy:
94.97%

Accuracy:
94.8%, -0.18% F1

F1: 0.9497 F1: 0.948

[74] CICIDS2017 USB-IDS-1 RF Multi-class F1: 0.99 F1: 0 - 0.46
-0.53% to -100%

F1

[75] CICIDS2018 CICIDS2017 Autoencoder Binary F1: 0.9154 F1: 0.7705 -16% F1

[76] NSL-KDD guruKDD RF Binary F1: 0.9956 F1: 0.3608 -63% F1
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Dataset creators should implement a rigorous cross-dataset evaluation process wherein models trained on novel

datasets are systematically validated against established benchmark datasets. This practice should become standard for all

emerging IoT NIDS benchmark datasets, as evidenced by the significant differences in generalisation performance shown

in Table 4.

Table 4 provides critical insights into model transferability across different datasets. These findings empirically

validate that high performance in the same dataset does not guarantee real-world applicability. The dramatic variance in

cross-dataset performance, from near-perfect transfer [61] to complete failure [74]—highlights that cross-dataset validation

provides critical insights that single-dataset testing cannot reveal. Without such validation, researchers risk developing

models that appear highly effective but fail catastrophically when deployed in different network environments, rendering

them unsuitable for practical IoT security implementations.

Cross-dataset evaluation validates detection models and ensures datasets capture sufficiently general attack signatures

rather than dataset-specific artifacts [74]. This is particularly crucial for IoT environments where the attack surface evolves

rapidly [77], requiring NIDS solutions that generalise effectively to novel threat manifestations.

Our analysis of the 22 IoT-focused NIDS datasets in this study (see Table 3) reveals that most dataset authors did not

perform this step when evaluating the efficacy of their dataset for developing NIDS models.

6.3 Documentation is key

To mitigate the risk of trained NIDS models becoming overly reliant on dataset-specific artifacts that can lead to

inflated performance metrics, it is crucial to implement cross-evaluation of models across diverse datasets that reflect

different network configurations. To facilitate this, dataset authors must meticulously document key aspects of their

process, such as network topologies, attack parameters, feature extraction techniques, and labelling methodologies. This

comprehensive documentation is essential for ensuring reproducibility in research.

The IDSAI-BoT-IoT validation paradigm [61] demonstrates how a transparent methodology can foster robust cross-

dataset evaluations and enhance model development. In IoT security research, where device heterogeneity and the dynamic

nature of threats demand stringent validation processes, such detailed documentation should be regarded as a fundamental

necessity rather than an optional addendum.

6.4 Need for a standardised feature

There is a need for standardised features in benchmarking datasets. The current reliance on ad hoc, expert-defined

feature sets—extracted through manual trial-and-error processes [9]—introduces critical limitations in evaluating ML-based

NIDS. Without standardised features, comparative benchmarking across datasets becomes unreliable, as divergent feature

spaces obscure true model generalizability [10]. This fragmentation perpetuates a research-production gap, where models

optimised for dataset-specific artefacts fail in real-world deployments.

A universal feature standard would address three core challenges: (1) eliminating redundant or irrelevant features that

lack security relevance, (2) enabling cross-dataset validation of model performance, and (3) facilitating the creation of

multi-environment datasets that reflect operational networks. As demonstrated by [10], such standardisation is a prerequisite

for translating academic research into deployable NIDS solutions. This remains an area of open research.

7. Conclusion

This study provides a comprehensive review of benchmarking datasets used in IoT security, with a focus on their

testbed configurations and feature extraction methodologies. The fluctuating publication trends of IoT NIDS datasets,

as illustrated in Figure 2, highlight the irregular pace of new dataset development, peaking in 2020 without consistent

growth. Through critical analysis, the study identified significant gaps between academic research and operational

deployment, including notable inconsistencies in feature selection among datasets using the same tools (e.g., Argus,

CICFlowMeter), non-reproducible extraction methods in approximately 27% of datasets, and persistent discrepancies
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in feature naming conventions. These findings underscore the urgent need for standardised feature sets to support fair

evaluation and facilitate cross-study comparisons. In response, this study recommends practical measures to enhance

dataset design and documentation, aiming to shift NIDS development from an accuracy-focused approach to one prioritising

reproducibility—thereby accelerating the translation of academic advancements into effective, real-world cybersecurity

solutions.
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