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Abstract: This paper provides a technical review of the Generative AI technology and its challenges and
opportunities in the education sector. Generative Artificial Intelligence (GAI), presented in some tools such as
ChatGPT, has been continuously penetrating our normal lives. It has also attracted several research efforts, from
both academia and industry researchers, to solve real-world problems in different applications such as finance
and health. Generative AI is indeed a type of Artificial Intelligence that can efficiently “create” a wide variety of
information in the form of images, videos, audio, text, and 3D models. Therefore, they can facilitate data
analysis and visualization, and enhance personalized and adaptive learning in the education sector. Although
instructors and teachers will not be substituted by Generative AI robots completely, education and academic
delivery of courses are expected to experience a revolution in the presence of GAI. Similar to other new
technologies, serious potential challenges and opportunities are expected in employing GAI in the education
sector.
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1. Introduction
In recent years, machine learning and Artificial Intelligence have demonstrated significant applications in

different industries including software development, product design, healthcare, finance, marketing, and
education [1–9]. The Generative Artificial Intelligence (GAI) is a type of Artificial Intelligence that provides the
opportunity to create a wide variety of data, such as images, videos, audio, text, and 3D models. Indeed,
traditional AI algorithms have been used for rather a long time to analyze and identify patterns within a training
data set and make models for different applications, while GAI goes a step further by generating new records for
the training dataset based on users’ feedback to create personalized content. Obviously, in the education sector,
GAI can be applied to visualize course material, personalize learning methods, generate research directions, and
increase student engagement, more efficient than traditional AI methods. Furthermore, in emerging contagious
diseases like Covid-19 epidemic situation, education should not be stopped and GAI-powered tools and
technologies can enhance the learning experience for students from personalized learning algorithms to virtual
and augmented reality.

Investment in GAI surged during the early 2020s in leading companies such as Microsoft, Google, Apple
and Baidu as well as start-ups [10,11]. In 2023, ChatGPT was unveiled as an efficient GAI-based framework by
a research organization backed by Microsoft named OpenAI. Subsequently, ChatGPT quickly gained immense
popularity on the internet, attracting over one million users within a mere five days. In response to the
emergence of ChatGPT, Google introduced Bard on February 7, 2023 [12]. Bard, Google's recently launched
web application, is anticipated to be seamlessly integrated with the company's other offerings, such as Google
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Maps and Gmail. Despite these evident applications, there are emerging applications of GAI that people may
not be aware of. For example, streaming services, such as Spotify and Netflix, have started using GAI to
empower their recommender systems [13]. Despite GAI's several advantages in different fields, main concerns
about academic misconduct, creating fake news, or deepfakes have been raised [14].

The emergence of GAI in the education sector has just started. In May 2023, UNESCO organized the first
global meeting to bring together Ministers of Education to share knowledge about the impact of GAI tools on
teaching and learning, and to develop strategies and regulations to ensure the safe and beneficial use of AI in
education [15]. Universities have also shown interest in investigating the impact of GAI on higher education and
training. For instance, UNSW in Sydney, Australia, held a webinar on 7 June 2023 with its professional panel to
discuss education in the era of GAI and answer students' questions about UNSW's perspective on generative AI
tools [16].

ChatGPT, a recently published revolutionary technology in AI, has been developed based on the Generative
Pre-trained Transformer (GPT) architecture for natural language understanding and generation. It provides an
interactive area for public users, professionals, and organizations to have answers to their questions, or develop
specific tasks and applications. To answer authors question on “how ChatGPT can be used in the education
sector”, ChatGPT mentioned different aspects including personalized learning, homework, teacher support,
interactive textbooks, and language translation. While ChatGPT has garnered significant attention as a practical
GAI model in recent times, it has not been the initial GAI model to capture interest. Over the past few years,
both Google's Bard and OpenAI's GPT-3 have made their debut. Despite their remarkable capabilities, AI
chatbots have not always received favorable responses [17]. To illustrate, Google's chatbots have faced criticism
on occasion due to their restricted functionality and inability to deliver satisfactory responses to user inquiries.
Nevertheless, recent advancements in GAI hold promise, and chatbots like ChatGPT exemplify the potential for
these technologies to progress and enhance their performance. It remains crucial to explore innovative
approaches to leverage AI chatbots in diverse domains, such as education, with the goal of maximizing their
advantages and minimizing their limitations.

This paper is a technical review of GAI technology and its opportunities and challenges in the education
sector. After this introduction, a brief history of Generative AI is presented in Section 2. Section 3 describes the
fundamental concepts of Generative AI and its different types. Section 4 investigates opportunities and
challenges of applying Generative AI technology in education. Section 5 describes future research direction and
at last, the conclusion appears in section 6.

2. The History of GAI
Early stages: While AI has gained significant attention in recent decades, its roots trace back to a far-

reaching history. We provided a concise overview of the history of GAI in Figure 1. To be specific, Modern AI
started to emerge in the 1950s, marked by Alan Turing's exploration of machine thinking and the introduction of
the renowned Turing test [18,19]. In the 1950s and 1960s, researchers delved into the potential of AI. The
inception of trainable neural networks, the foundational technology behind GAI, occurred in 1957 through the
work of Frank Rosenblatt, a psychologist at Cornell University [20]. Subsequent advancements in neural
networks propelled their extensive adoption in AI throughout the 1980s and beyond. During that era, AI
researchers concentrated on creating rule-based systems capable of simulating human thought processes and
decision-making.

Approaching the turn of the millennium, researchers began to explore the application of generative models
across domains, including speech recognition, image processing, and Natural Language Processing (NLP). Their
endeavors encompassed the utilization of statistical and generative techniques to model and anticipate data
patterns. Novel generative models, such as Bayesian networks and Markov models, found practical use in the
realms of robotics and computer vision, as exemplified in [21]. During the early 2000s, the emergence of deep
learning, a subset framework within machine learning characterized by neural networks with increased hidden
layers, triggered substantial research activity in image classification, speech recognition, NLP, and related tasks.
Notably, neural networks of this era were predominantly employed as discriminative models, primarily due to
the inherent complexities associated with generative modeling, as described in [22].

GAI ramp-up: In 2014, a significant milestone was reached with the creation of generative adversarial
networks (GANs) [23], a class of deep learning algorithms that could authentically generate images, videos, and
audio of real individuals. During the same year, further progress emerged, including the introduction of the
variational autoencoder, which marked a pivotal moment in the development of practical deep neural networks
capable of learning generative models for complex data, such as images. This innovation allowed deep
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generative models to create entire images rather than merely providing class labels for them [24]. In 2015,
notable Convolutional Neural Networks (CNNs), including Resnet-50, were first unveiled, featuring distinct
processing components that proved effective in handling intricate tasks like machine translation and recognition
[25]. The transformative moment came in 2017 with the advent of the Transformer network, which paved the
way for the creation of the inaugural GPT in 2018 by OpenAI, a company with backing from Microsoft [26].
Subsequent developments followed with the introduction of GPT-2 in 2019 and GPT-3 in 2020. These models,
based on deep neural networks, were decoder-only transformer models utilizing attention mechanisms in place
of previous recurrence and convolution-based architectures. They demonstrated the remarkable capacity to
generalize unsupervised classifications across a wide range of tasks, serving as foundational models [27].

Recent advances: ChatGPT, a platform developed by OpenAI, is a large language model-based GAI
platform. It marks the latest iteration following its predecessors and was officially launched on November 30,
2022. Subsequently, ChatGPT underwent optimization with the introduction of GPT-3.5 in January 2023,
followed by GPT-4 in March 2023. These proprietary GPT models, GPT-3.5 and GPT-4, were specifically
engineered by OpenAI for conversational applications through a blend of supervised and reinforcement learning
techniques [28]. OpenAI offers free access to the GPT 3.5-based version of ChatGPT, while the more advanced
GPT-4-based version, along with priority access to newer features, is made available to subscribers under the
commercial name "ChatGPT Plus." Remarkably, by January 2023, ChatGPT had experienced unprecedented
growth, emerging as one of the fastest-growing consumer software applications in history, amassing over 100
million users. This extraordinary expansion contributed significantly to OpenAI's valuation, which surged to
US$29 billion [29,30].

Figure 1. Development of GAI

During 2021-2022, the release of DALL-E, a pixel generative model based on transformers, marked a
significant development, followed by the introduction of Midjourney and Stable Diffusion technologies. These
innovations signaled the emergence of practical high-quality AI capable of generating content from natural
language prompts. Building upon the commercial success of ChatGPT, Google recently unveiled an
experimental service known as Bard. Bard exemplifies AI's potential to revolutionize search functionality by
delivering more precise responses to user queries [31]. Simultaneously, Microsoft introduced a new Bing-
powered version powered by ChatGPT during the same timeframe. This version is designed to provide users
with search results that are not only more accurate but also timely. Unlike the conventional ladder approach to
search results, ChatGPT employs a different methodology. It accepts user queries, conducts a thorough search
for answers, and subsequently provides responses that include citations to the sources.
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The concept of GAI has been heavily investigated in recent years and has attracted significant investments.
Despite the tech downturn, AI companies are still attracting much attention from investors. Investment in GAI
has already reached over two billion dollars, up to 425 percent increase from 2020 [32]. GAI has been and will
be widely extended by scientists and experts. Most probably, it would impact our future lives and convey
different fields such as education. Like other new technologies, despite promoting proficiencies in some aspects,
serious potential issues need to be considered. In the next section, we explain the main concepts related to GAI
and its different types to mitigate and harness the potential drawbacks.

3. Fundamental Concepts of GAI
In this section, we explain the fundamental concepts related to GAI, potential solutions, and its different

types. Figure 2 demonstrates how the categorization of AI has progressed from 2022 to 2023 with the
emergence of GAI technologies. The GAI has been categorized under ML. In fact, ML is a type of AI that
emphasizes extracting patterns and learning from data, possibly for making predictions. Deep learning, located
under ML in Figure 2, utilizes artificial neural networks (ANNs) to carry out intricate computations on vast
volumes of data. It provides an advanced analysis tool in the Data-rich world where we are living thanks to the
advancement of measurement and communication technologies.

Figure 2. Development in AI categorization from 2022 [33] to 2023 [34].

The GAI, often referred to as creative AI, constitutes a subset of machine learning techniques that leverage
multi-layer ANNs to handle intricate patterns. Beyond traditional learning, GAI possesses the ability to generate
diverse media, including text and images, based on the available data. GAI models undergo training, wherein
they grasp the patterns and structures of the input data through neural network machine learning techniques
applied to extensive language models. Consequently, they generate novel data with analogous characteristics
[35]. Notably, a significant contrast between Traditional AI and GAI lies in their respective roles: Traditional AI
primarily focuses on data analysis and predictions, while GAI goes a step further by generating new data
resembling its training dataset based on user guidance [34].

From an implementation standpoint, GAI empowers users to initiate the content generation process by
submitting queries and pertinent data [34]. Prominent examples of GAI systems relying on large language
models include i) ChatGPT (along with its variant Bing Chat), a chatbot crafted by OpenAI using the
foundational large language models GPT-3 and GPT-4 [36], ii) Bard, a chatbot developed by Google using their
LaMDA foundation model, and iii) AI-driven artistic systems such as Stable Diffusion, Midjourney, and DALL-
E [37].

The effectiveness of a GAI system is contingent upon the modality or the type of dataset it operates with.
GAI systems can be categorized as unimodal or multimodal. Unimodal systems exclusively handle one type of
input, while multimodal systems are proficient in processing multiple input types. For instance, one multimodal
iteration of OpenAI's GPT-4 accommodates both textual and image inputs [38]. GAI models are trained using
vast datasets and deploy a spectrum of self-supervised, unsupervised, or semi-supervised ML techniques to
refine their capabilities. Deep learning, neural networks, and machine learning methods contribute to the
creation of outputs in GAI systems. In certain instances, various models collaborate to enhance GAI efficiency.
Subsequently, we will briefly explore the primary learning strategies and models employed in GAI.
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3.1 Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs) comprise a duo of ANNs that function in tandem: a generator
and a discriminator. The generator is responsible for producing fresh examples, while the discriminator assesses
the disparities between the generated content and the pre-existing content [38]. These disparities are
subsequently relayed to the generator ANN, influencing its content generation process. This iterative mechanism
continually enhances the performance of the GAI system with each cycle, progressing until the generated
content becomes indistinguishable from the existing content. Notably, both ANNs undergo concurrent training
and become increasingly proficient as the generator refines its content production, while the discriminator hones
its detection abilities. Although GANs exhibit the capability to yield high-quality samples swiftly, their sample
diversity is relatively limited. It is foreseen that the forthcoming generation of GANs may be constrained for
application within unimodal systems, specialized for domain-specific data generation.

GANs have been used in several applications, from image and music generation to drug discovery.
Incredibly realistic portraits of people, who do not exist, can be generated using ProGan by NVIDIA [39]. The
quality of old and low-resolution images can be significantly enhanced using Deep Zoom by Google (see Figure
3). Jukebox from OpenAI uses GANs to create new music or compose original pieces. GauGAN2 by NVIDIA is
a powerful tool to create photorealistic art using advanced text-to-speech techniques.

Figure 3. Recovery of a damaged image using GANs [40].

3.2 Autoencoders

Autoencoders are unsupervised neural networks that first learn how to minimize and encode the
information before teaching themselves how to decode the compressed and encoded data and rebuild it into a
form that is as close to the original input as practical. By developing the ability to disregard data noise, it
minimizes the dimensions of the data. Autoencoders can be used for image denoising [41] and Anomaly
detection [42]. They are applied to many problems, including facial recognition in image processing which is
indeed the identification of a reference image, feature detection, and acquiring the meaning of words in machine
translation [43].

Autoencoders are powerful tools in machine learning used for feature extraction, data compression, and
image reconstruction. For example, viso (see https://viso.ai) is one of the solutions in computer vision based on
computer vision. Several improved versions of AR have also been proposed by researchers for different
applications, see e.g. [44] for a comprehensive review.

3.3 AutoRegressive Models

In order to increase the likelihood of training data, autoregressive (AR) models provide an attainable
explicit density model. This makes it simple to estimate the likelihood of data observation and to provide an
evaluation measure for the generative model using these approaches. It uses a regression model to estimate the
value of the following time step after learning from a large number of timed steps and measurements from
earlier activities. Indeed, an autoregressive model forecasts future behavior based on past behavior data. This
type of analysis is used when there is a correlation between the time series values and their preceding and
succeeding values. In other words, Autoregressive modeling relies only on past period values to predict current
ones by a linear model, where current period values are a sum of past outcomes multiplied by a numeric factor.

During last decades, AR has shown several applications in time series analysis for economic and market
price forecasting [45], traffic flow prediction [46], and manufacturing [47]. In healthcare, AR methods have
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been widely used in monitoring, analysis, and prediction of vital signs of patients, as well as drug response
prediction. Modelling and prediction of physiological signals, such as electrocardiogram (ECG) for arrhythmias
and electroencephalogram (EEG) for brain activity, using AR has also been reported [48].

3.4 Variational Autoencoders

Variational autoencoders (VAEs) are structured as a combination of two interconnected ANNs, commonly
referred to as the encoder and decoder. In essence, VAEs constitute a subset of deep generative networks
sharing analogous encoder (inference) and decoder (generative) components with traditional autoencoders.
When presented with an input, the encoder transforms it into a more compact and condensed representation of
the data. This compressed representation retains the essential information required for the decoder to reconstruct
the initial input data while filtering out irrelevant details. The collaborative operation of the encoder and decoder
is aimed at acquiring an efficient and simplified latent data representation. Consequently, users gain the ability
to conveniently generate fresh latent representations that can be processed through the decoder, resulting in the
creation of novel data. While VAEs exhibit speed in generating outputs like images, it's important to note that
the images they generate may not possess the same level of detail as those produced by diffusion models.

VAEs are typically used for generating data for images and audio signals [49]. In fact, VAEs learn the
latent distribution of data such that they can generate meaningful samples. A model of VAE has been used for
text classification [50]. Interestingly, [51] has focused on the energy efficiency of running VAEs and aims to
reduce the carbon footprint and financial cost of these techniques.

3.5 Diffusion Models

Diffusion models, which are alternatively referred to as denoising diffusion probabilistic models (DDPMs),
employ a dual-phase training process, encompassing forward diffusion and reverse diffusion. The forward
diffusion phase systematically introduces gradual random Gaussian noise to the training data, while the reverse
diffusion phase strives to eliminate this noise in order to reconstruct the original data samples. To generate novel
data, the reverse denoising process can be initiated from a state of entirely random noise.

It's worth noting that diffusion models may necessitate a more extended training period compared to VAE
models. However, their distinctive two-step training process allows for the training of numerous layers,
potentially approaching an infinite number. This characteristic translates to diffusion models often delivering
high-quality outputs, rendering them particularly suitable for the development of GAI models. Additionally,
these models fall into the category of foundation models due to their large-scale and adaptable nature, offering
exceptional output quality and suitability for various generalized use cases, such as image denoising, super-
resolution, and image generation [52]. Nevertheless, it's important to acknowledge that the reverse sampling
process involved in these foundation models may lead to slower and more time-consuming operations.
Researchers from NVIDIA and Google AI have provided a deep overview of the fundamentals and applications
of DDPMs, see https://cvpr2022-tutorial-diffusion-models.github.io/.

3.6 Recurrent Neural Networks

Recurrent neural networks (RNNs) represent a specific category of ANNs that find extensive application in
the domains of NLP and speech recognition. While conventional deep neural networks typically assume that
inputs and outputs are independent of each other, the output of RNN is intricately linked to preceding elements
of the sequence using the concept of “memory”. RNNs preserve a hidden state that can capture information
from previous time steps in the sequential data. The hidden state is updated at each time step by combining the
input data with the previous hidden state through a series of weight parameters and activation functions. RNN
are mainly tailored for the processing of sequential and time series data.

RNNs can be classified into three variant architectures: Bidirectional recurrent neural networks (BRNN),
Long Short-Term Memory (LSTM), and Gated Recurrent Units (GRUs). Unlike standard RNN, which requires
delays for including future information, BRNN connects hidden layers’ neurons using a forward-backward
scheme, i.e. the input information from the past (backward) and future (forward) of the current time frame.
LSTM and GRU architectures help RNNs overcome the gradient problem, which can occur when training
RNNs on long sequences. When gradients become too small (vanish) or too large (explode) during training, the
network can struggle to learn the underlying patterns in the data. LSTMs and GRUs are specifically designed to
mitigate these issues, making them more effective for learning long-term sequential data by selectively updating
information from earlier time steps. RNNs have been used extensively to model complex temporal relationships,
suitable for time series forecasting, natural language processing, speech recognition, and sentiment analysis [53].
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3.7 Transformer Models

Transformer models represent a class of deep learning architectures widely applied in natural language
processing (NLP) and various other applications within the domain of GAI. The architectural structure of
transformer models, outlined in Figure 4, involves an initial encoding phase where the input sentence is
transformed into a sequence of vectors. This encoding process employs a self-attention mechanism that enables
the model to capture intricate relationships among the words within the sentence. Subsequently, the encoded
input sentence undergoes a decoding phase, generating a sequence of output tokens through another self-
attention mechanism. Notably, the attention mechanism plays a pivotal role in enabling transformer models to
discern and learn long-range dependencies by prioritizing the most relevant words in the input sentence during
the decoding process.

Figure 4. Architecture of the transformer model [54].

The learning process in Transformer models relies on two core techniques, namely self-attention and
positional encodings. Self-attention empowers the model to assess the relative importance of different words in
a sequence based on contextual factors. Within the self-attention layer, each component of the input is assigned
a weight, effectively quantifying its contextual significance. Positional encoding, on the other hand, serves as a
representation of the sequential order in which input words appear. For example, in NLP, the self-attention
layers allow the model to learn long-range dependencies between words in a sentence. The functionality of self-
attention layers involves the computation of scores for each word pair within the sentence which reflects the
degree of interrelatedness between them. These computed scores are subsequently utilized to determine a
weighted sum of input vectors, serving as the output of the self-attention layer. Concurrently, the positional
encoding layer contributes crucial information regarding the position of each word in the sentence. This
positional information is particularly significant for capturing long-range dependencies as it enables the model
to discern the proximity of words within the sentence. While transformer models exhibit formidable capabilities,
it is noteworthy that their training can pose computational challenges due to their inherent complexity. A notable
advantage of these models is their ability to process input sequences concurrently, often outperforming RNNs
across numerous NLP applications.

Before the ascendancy of transformer-based architectures, the most effective neural NLP models typically
relied on supervised learning with extensive volumes of manually labeled data. This reliance on supervised
learning posed limitations, particularly concerning datasets lacking adequate annotations, and introduced
substantial costs and time requirements for training exceptionally large language models. In transformer models,
a semi-supervised approach is adopted to establish a large-scale data generation system. This approach
encompasses two pivotal stages: an unsupervised generative "pretraining" phase to initialize parameters through
a language modeling objective, and a supervised discriminative stage to fine-tune these parameters for a specific
target task. Transformer models can be used to write stories, essays, poems, machine translation, text
summarization, question answering and chat with humans [54]. Therefore, it can be used as an assistant for
teachers and students to implement educational purposes, more efficiently.

3.8 Large Language Models

Large Language Models (LLMs) are AI systems rooted in the transformer model architecture, designed to
comprehend and generate human language. To unravel the intricacies and inherent structures of language, these
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models undergo training that involves learning statistical associations among words and phrases within
extensive text corpora. In essence, LLMs represent a category of AI algorithms that employ deep learning
techniques to undertake a wide array of NLP tasks. These expansive language models rely on transformer
architectures and are trained on massive datasets. Their training initially involves the acquisition of data,
followed by the application of diverse techniques to deduce relationships and generate fresh content grounded in
the acquired knowledge. In sum, LLMs signify the evolution of language models in AI, marked by a substantial
enlargement in the volume of data employed for training and inference. Consequently, they bestow remarkable
enhancements upon the capabilities of AI models.

LLM's deep learning technique uses a self-attention mechanism to weigh the significance of different words
in a sequence, allowing the LLM to manage long-range dependencies between words. Indeed, LLMs use
statistical models to analyze vast amounts of data, learning patterns and connections between words and phrases.
This allows them to generate new content, such as essays or articles, that can be used for language translation,
personalized content creation, and virtual assistants. LLMs are continuously evolving and as the Transformer
models become more sophisticated, new applications are going to emerge such as human-computer interaction.
These capabilities are beneficial to improve teaching efficiency and expand research opportunities in
educational centers.

3.9 Bidirectional Encoder Representations from Transformers

Bidirectional Encoder Representations from Transformers (BERT) is a language model based on the
transformer architecture. It was introduced in October 2018 by Google and leveraged the attention model to get
a deeper understanding of the language context [55]. The BERT model makes use of Transformer architecture
and unsupervised learning to better comprehend natural language inquiries. It is a stack of many encoder blocks
and is trained using the “masked language model” and “next sentence prediction” simultaneously. The input text
is separated into tokens as in the transformer model, and each token will be transformed into a vector at the
output of BERT.

BERT was originally implemented in the English language at two model sizes: (1) BERTBASE: 12
encoders with 110 million parameters, and (2) BERTLARGE: 24 encoders with 340 million parameters. Both
models were pre-trained on the Toronto BookCorpus (800M words) and English Wikipedia (2,500M words).
BERT is capable of generating highly realistic and coherent text and performing various natural language
processing tasks, such as language translation, text summarization, and question-answering. So, it can be useful
to help understand the meaning of ambiguous language in the text, assist students in learning more carefully and
teachers to deliver course materials more precisely in educational purposes.

3.10 Generative Pre-trained Transformers

Generative Pre-trained Transformer (GPT) models, rooted in the Transformer architecture introduced by
OpenAI in 2018, adopt a semi-supervised approach for large-scale data generation. Contrary to the limitations
posed by supervised learning in NLP, where reliance on well-labeled datasets proved restrictive and resource-
intensive, GPT leverages the semi-supervised method. This involves pre-training on extensive datasets of
unlabeled samples that facilitates the generation of nuanced and human-like content. The architectural
framework of GPT, depicted in Figure 5, unfolds in two stages: an unsupervised generative 'pretraining' phase
establishing initial parameters through a language modeling objective, followed by a supervised 'discriminative'
stage that refines these parameters in transformer blocks for a specific task. OpenAI has sequentially released
iterations in the 'GPT-n' series, each surpassing its predecessor in capabilities by incorporating more
Transformer blocks and trainable parameters. The latest release, GPT-4, debuted in March 2023. These models
serve as the foundation for task-specific GPT systems, powering services like the ChatGPT chatbot.

Comparing GPT with BERT, one can say that BERT was a pre-trained transformer (PT) but not designed to
be Generative. BERT was an "encoder-only" model, while GPT uses a Transformer Decoder architecture which
is essentially a Bidirectional Self-Attentive Model, that uses all the tokens in a sequence to attend each token in
that sequence.

Obviously, GPTs are now all-purpose language models capable of writing code, summarizing text,
extracting information from documents, and producing original content. Applications with GPT models may
produce text and material (including photos, music, and more) that is human-like and can converse with users.
Therefore, GPT models and ChatGPT chatbot services would be efficient options in education to assist teachers
with course preparation and delivery purposes. It can also be more beneficial for students' engagement to learn
and can provide more impressive research opportunities for them.
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Figure 5. GPT’s transformer model-based architecture [56]

4. Application of GAI in Education: Opportunities and Challenges
The GAI is making significant inroads into educational applications [57,58], introducing innovative

methods for crafting and delivering academic content to students. Its utility extends to the creation of interactive
course materials, including simulation activities tailored to facilitate the comprehension of intricate concepts in
fields like science and engineering. For instance, GAI can enhance the understanding of fundamental
mathematical concepts such as hyperbolic and conical surfaces, or it can establish dynamic learning
environments like flight simulators. Furthermore, GAI can pave the way for personalized learning experiences
by generating course content, quizzes, and assessments that adapt to the unique requirements of each student.

In the realm of educational content creation, GAI serves as a potent tool, empowering educators to develop
fresh instructional materials. Teachers, for example, can harness generative AI to construct innovative lesson
plans, generate custom worksheets, and even produce learning resources such as textbooks. In disciplines such
as literature, GAI proves invaluable by generating diverse narratives, analyzing existing texts, and aiding
students in comprehending intricate themes [59,60]. This multifaceted role of GAI also contributes to the
reduction of plagiarism.

Despite the improvement that GAI can initiate in education proficiency in some aspects, several challenges
and concerns have emerged in academia, mainly about the assessment of the originality of the students’ works.
Different countries have started to identify how to deal with this problem. For example, in Australia, the
Department of Education of three state governments, i.e. New South Wales, Victoria and Queensland, have
announced that they will ban ChatGPT in schools. A similar decision has been taken in New York City public
schools [61–63]. In other words, using GAI is still banned in the education sector of many countries because the
concerns have not been addressed yet. Undoubtedly, these policies and regulations will not last forever. One of
the main objectives of the education systems, especially in higher education, is to make ready the future
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workforce. Making students familiar with new technologies, that they will deal with after graduation, should be
well covered during their studies. Therefore, the sooner we can bring GAI into the education sector, the better.
Here, we review the opportunities and challenges of applying GAI in the education field.

4.1 Opportunities

Personalized learning: As we mentioned in previous sections, GAI creates personalized content in
response to user-given prompts and based on each person’s training curve. It brings the opportunity to move
forward from the mass education system to personalized and adaptive learning methods. It can facilitate data
analysis and visualization in academic course delivery and training. Therefore, it would lead us to appealing
training for both students and teachers. On the other hand, students are normally technology-lovers, and using
new technologies, such as GAI, will engage them in educational activities. In addition, teachers can monitor the
student progress based on their results and feedback, and then generate the next step of the education based on
their learning curves. This would lead to a higher student satisfaction level and greater academic performance.

Improved teaching efficiency: The GAI can bring a great opportunity for performing a fair and quick
assessment process. Generative AI can expedite the evaluation and student marking processes since tests and
assignments have already been designed automatically. That means the whole process of designing, running,
and marking tests and assignments can be done by GAI, which reduces the workload of academics. It can also
provide more appropriate, timely, and precise feedback to students. Furthermore, teachers would have more
time to do higher-level activities, such as curriculum design, creating ideas and effective content.

Expanded research opportunities: GAI would Enable the analysis of large datasets and new patterns and
accelerate innovation in academic topics and concepts. That means students can work with real-world large-
scale datasets during their education which makes them better prepared for their future careers compared to the
current condition where student activities on mainly based on synthetic data. In addition, GAI would have
significant potential support for scientific discovery and enhance the development of new technologies.
Therefore, it will conduce to expanded academic research opportunities.

Facilitating education for everyone: Using GAI in the education process provides the opportunity to adjust
the learning process for students with different needs. That means fast and slow learners, those with different
learning styles such as visual learners, and learners with special considerations will have the opportunity of
high-quality learning. Students It leads us to more social equality, especially in education to overcome access
barriers and support underserved student populations, efficiently.

Indeed, GAI can provide a paradigm shift from traditional mass education and pedagogies to modern
learning. It would customize the learning experience for all learners matching their individual needs; increase
accessibility for students with learning disabilities, anxiety, or language barriers; allow instructors to amend
iterative learning; navigate students' brainstorming for learning, improve tasks in various domains including
writing, coding, critical thinking, teachers course delivery and more.

4.2 Challenges

Ethical issues and concerns: Ethical issues and concerns are the main challenges of all AI applications,
including GAI, in the education sector. Plagiarism may happen in the form of copying the assessment answers
exactly from ChatGPT without any critical thinking and creativity, and creating fake reports and research results
are some important concerns of emerging GAI in education. Simply, the assessor is not sure if the answers to the
assessment have been provided by the student himself/herself, or have been generated by a GAI.

Limited human interaction: In addition to knowledge and skills, many so-called soft skills are developed in
the students during the education process. These skills are normally developed through human interactions, for
example when students work in groups to solve a problem. These interactions may be disrupted in the era of
GAI since students can achieve the result by asking questions from GAI instead of performing teamwork. In
addition, human emotional needs are not considered in learning through GAI. This issue may have a negative
effect on student motivation and engagement, and even on their ordinary life.

Undeveloped technical skills: Due to generating enormous and beneficial data in many cases, more
students and teachers are going to rely on GAI tools instead of their knowledge and creativity. In the long term,
it could lead to Less critical thinking and creativity in academic and training centers. In the worst case, students
may be dependent on GAI dialogues and chatbots such that they cannot deal with even a simple question in the
field! The challenge becomes more severe in preparing future researchers since conducting research individually
has been always a requirement, especially for doctorate programs.

Infrastructure challenges: Some technical challenges are clearly expected due to the required
infrastructure and investments. In addition, we will have some potential difficulties with system compatibility
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and keeping it up to date with frequent technological advancements. Furthermore, we should consider some
policies and efficient efforts for upskilling and training of educators with the GAI latest versions which are
going to be used in education systems.

To the best of the authors’ knowledge, there has been no comprehensive analysis to quantify the pros and
cons of using GAI in the education sector so far. Recent research has investigated how GAI tools of ChatGPT
and Midjounery affect school education [64]. In this case study, teachers and leaders of different backgrounds
were involved from 88 schools. This study could be the first empirical study to understand the impact of GAI on
school education from the perspectives of teachers’ and leaders. They completed a survey and joined a focus
group to share GAI effect on education. Thematic analysis identified four main themes and 12 subthemes. The
findings provide a comprehensive overview of the use of GAI across the four key educational domains, i.e.
teaching, learning, assessment, and administration. The inter-rater reliability of this case investigation was 0.82
indicating suitable reliability of the research outcomes in spite of different prerequisite knowledge for students,
teachers and administrators in the four domains.

Overall, it is clear that the journey towards Academic delivery in the era of Generative AI is going to be
started very soon and we should prepare and adapt ourselves to it. We should capture the benefits of ChatGPT
for education and, in parallel, implement strategies to mitigate and harness the drawbacks ahead. This issue
requires our collaboration as teachers and researchers to implement Technological GAI solutions whenever they
are needed and monitor the potential risks ahead. Undoubtedly, together, we will commit to continuous
improvement and embrace the transformative power of generative AI for education and delivering academic
materials, more efficiently and pave the way for a brighter future.

5. Future Research Direction
To address the aforementioned challenges, it is imperative to implement policies and instructions aimed at

mitigating the drawbacks and leveraging the benefits of GAI within an efficient educational system in the future.
Instructors play a pivotal role in this regard by educating students about the potential pitfalls of GAI technology
and instilling a cautious approach when utilizing it. A paradigm shift necessitates a reevaluation and clear
communication of definitions and policies of academic misconduct. Expectations concerning the permissible use
of GAI in assignments and classes, including specific guidelines for its allowance or prohibition, require careful
revision. Furthermore, proper attribution of GAI-generated content becomes paramount when its usage is
permitted. Students need to cultivate a sense of responsibility for the accuracy and appropriate attribution of
content generated by GAI, and instructors should emphasize the importance of validating information. While
GAI can be a valuable tool, it is essential to recognize that foundational skills must still be developed
independently to prevent overreliance on GAI.

Translating research achievements on GAI into real-world solutions has offered innovative products in the
education sector and the trend is expected to boom in the near future. Here, we express insights into future
research directions, emphasizing on adaptational techniques for educational institutions and recommend some
policies for them.

Developing adaptive and personalized learning: A major pathway of advancement in using GAI in
education is to tailor the content and activities considering different conditions of students. The revolution has
started. For instance, DreamBox Learning, a company based in the United States, utilizes GAI to customize
math lessons for students across various proficiency levels. Carnegie Learning (https://www.carnegielearning.co
m) is an innovative K-12 education technology and curriculum solutions provider, recognized for employing AI
technology to deliver personalized math learning experiences that adapt to individual learning styles and paces,
ensuring student success. Adaptive textbooks, i.e. books whose content dynamically adjusts based on the
learning pace and understanding of the student, and interactive practice problems that are tailored to fill the
student’s gap in knowledge or skill based on his progress record, are two ideas in the field. Automated content
generation can help instructors create personalized slides, lecture notes, and handouts based on course objectives
and student needs, saving valuable time and effort.

Engaging and interactive course delivery: GAIs can revolutionize the way that complex concepts are
taught. GAI-driven simulations and virtual labs can immerse students in interactive learning environments and
foster deeper understanding. Virtual mentors can guide students through the curriculum, answer questions, and
provide personalized feedback. In disciplines such as medical sciences, where education is based on samples
and data which is difficult to achieve due to ethical or technical challenges, GAIs can generate synthetic images,
very close to real-world, see an example for brain imaging in [65]. GAIs can engage the students in the learning
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process by generating innovative activities, such as games or storytelling, based on the student's mood and
feedback.

GAIs can improve the soft skills of the students such as critical thinking and creativity. A GAI-based
brainstorming and collaboration tool helps students generate ideas, explore different perspectives, and co-create
projects. It can also create realistic and complex scenarios for fast-learning students to tackle, requiring them to
apply their knowledge, develop critical thinking skills, and find creative solutions.

Assessment: Although the emergence of AI has raised challenges in the assessment in the education sector,
GAIs can still enhance the quality of assessments by addressing various limitations of traditional methods and
creating new possibilities. GAIs can create personalized question sets based on individual student knowledge
gaps, strengths, and learning pace. In this way, the student's progress can be assessed more frequently than the
traditional teacher-based method, and continuous feedback can be provided. It can automate the scoring of
objective questions and generate detailed reports on student performance which significantly saves instructors
time and effort, reduces human error, and improves fairness. In terms of accessibility and language
support, GAIs can translate questions and provide personalized accommodations for students with disabilities or
language barriers to ensure equal access to assessments. Personalized questions for each student can also reduce
the chance of academic misconduct in technology-based examinations.

6. Conclusion
In this article, we briefly reviewed the challenges and opportunities that GAI can bring to the education

sector. We first went through the history of AI and the time scale of developing the GAI. Different GAI models
were also reviewed and some applications of them were addressed. We then went through different challenges
and opportunities that GAI could bring to the education sector. Personalized learning, improved teaching
efficiency, expanded research opportunities, and facilitating “education for everyone” were considered as main
opportunities. On the other hand, major concerns on ethical issues, limited human interaction, undeveloped
technical skills, and infrastructure challenges were also reviewed. Obviously, the era of Generative AI is going
to be started very soon and educational institutions and academic environments should adapt the education
systems and course materials delivery to this technology. To achieve this goal, they should consider priorities in
their policies to extract more benefits and harness the potential drawbacks, simultaneously. In this direction,
collaborating teachers and researchers to implement technological GAI solutions, monitoring and controlling
pitfalls like cheating, less critical thinking and limited human interaction would be suitable priority policies in
the education centers.
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