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Abstract: This work presents a comprehensive investigation into a novel static model, formulated in d-q coordinates, for a
common-emitter amplifier operating in a common-emitter configuration. The research starts with an in-depth study of the
standard dc and ac models of the common-emitter amplifier, elucidating essential equations that capture its linear behavior.
Moreover, the focus shifts towards a small-signal model, specially adapted to the ac operation of the common-emitter
amplifier. Park’s transformation is utilized to derive a static model in d-q coordinates, offering a thorough representation of
the amplifier’s behavior under steady-state conditions. Simulation techniques are employed to rigorously evaluate and
compare the proposed d-q coordinate model with the standard model. The study demonstrates the static and fast response
capabilities of the derived d-q coordinate model after system start-up, thus proving its viability and effectiveness. This
research presents valuable contributions to the field of common-emitter amplifier modeling and analysis, offering insights
that can advance the design and comprehension of amplification systems.
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1. Introduction

The theory of low-power signal amplification is a prominent topic in the field of microelectronics, highlighting
significant research interest [1, 2, 3, 4, 5, 6, 7, 8§, 9, 10, 11, 12, 13, 14, 15]. Among the commonly used devices for
amplification in this domain are bipolar junction transistors (BJTs) and operational amplifiers (OP-Amps) [1, 2, 3, 4, 5, 6,
7,8,9,10, 11, 12, 13, 14, 15]. On the other hand, field-effect transistors (JFETs and MOSFETSs) find primary utility in
switching applications [16] and are less prevalent in amplifier setups. OP-Amps have gained considerable prominence for
amplifier applications across a broad frequency spectrum, whereas the use of BJTs for amplification purposes has declined,
except in power amplifier applications [17, 18]. For medium-frequency voltage amplification, OP-Amps have become
the preferred choice [17, 18]. However, in such applications, the amplification mechanisms are not regulated and rely
on resistors in the bias circuit [17, 18]. This differs from amplifiers based on BJTs, where the gain expression is directly
influenced by the load resistor, leading to complications in regulating the output voltage due to potential disturbances in
the load resistor.

To address the drawback of gain dependence on the load resistor, a fundamental concept from control theory is
introduced here. By incorporating a feedback loop that compares the output voltage with a reference value, an error signal
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is generated. This error signal is then fed to a controller or compensator, which produces a signal to drive the actuator of
the amplifier [19, 20]. The challenge lies in determining the appropriate actuator and compensator to achieve the desired
operation of the amplifier. However, due to the sinusoidal nature of the waveforms with which the amplifiers operate, their
output dynamics—in particular the output voltages—remain sinusoidal even in steady-state conditions. This sinusoidal
behavior provides a challenge for the use of linear compensators, even when the amplifier models themselves are linear in
nature [19, 20, 21]. To overcome this limitation, a viable solution is to derive an amplifier model with static dynamics.
This provides a model from which a linear compensator can be designed.

This work introduces a novel model of an amplifier in the common-emitter configuration utilizing variables with static
dynamics, represented in d-q coordinates. The transformation process involves converting the original system, initially
described in sinusoidal coordinates, into an a-f rotational coordinate system using the Clarke transform. Subsequently, the
Park transform is applied to this rotating system, resulting in a static system represented in d-q coordinates, which are
situated within a rotating reference frame [22]. This approach allows for a comprehensive understanding and analysis of
the common-emitter amplifier’s behavior in steady-state conditions.

This article presents a proof of concept demonstrating the applicability of modern control theory in the context of a
dynamic model expressed in d-q coordinates. The application of control laws, such as state feedback controllers or classical
control laws as feedback output compensators, is demonstrated to be a viable approach. While this work does not establish
the foundations for synthesizing these control laws, it highlights the advantages of a static model as a function of time [23].

To validate the accuracy and proper functioning of the d-q model, an inverse transformation is applied to convert the
d-q model back to the standard model. This process allows for a comparison of variables between the original standard
model and the reconverted model. By evaluating the correlation between these variables, the suitability of the derived model
can be determined. Furthermore, both the standard model and the model in d-q coordinates are subjected to simulations to
evaluate and confirm the reliability of the proposed model. Through these simulations, the performance and behavior of
the common-emitter amplifier can be thoroughly analyzed and compared in different scenarios and operating conditions.

Taking into account these verification steps, the paper ensures the proper functioning of the d-q model and establishes
its practicality and effectiveness, making it a significant contribution to the field of common-emitter amplifier modeling and
analysis. The paper is organized as follows: Section 1 introduces the problem and the motivation of the proposal. Sections
2 and 3 introduce the common-emitter amplifier topology and present the modeling of the common-emitter amplifier in
both direct current and alternating current regimes, respectively. Section 4 is the core of the paper and introduces the
proposed model in d-q coordinates. Sections 5 and 6 show the modeling of the common-amplifier in d-q coordinates and
the solution of the dynamic equation. Finally, Sections 7 and 8 present the dynamic equation solution and conclusion,
respectively.

2. Common-emitter amplifier topology

The topology of the CEA is depicted in Figure 1. This configuration is the most common within the transistor amplifier
family [24]. In this circuit the BJT is represented by Q. The topology also shows the bias resistors R} and R;, the collector
resistor R¢ and the emitter resistor Rg. The bias voltage is defined as V¢c. In the ac operating regime, the Cc coupling
capacitor connects to the circuit, the input stage, configured by a sinusoidal voltage source v;(¢) and an inductor L operating
as an input filter. The coupling capacitor Cy allows to connect the CEA with the output stage comprised by a capacitor C
operating as an output filter and the load resistor Ry. The currents #;(¢), ic(?), ig(¢), and ig(¢) are the input, collector, base,
and emitter currents, respectively. The voltages vgg(?) and vcg(?) are the voltages measured between the base and emitter
and between collector and emitter, respectively. Finally, v, (¢) and vc(¢) are the output and capacitor voltages, respectively.
Also, vo(t) = vc(¢) is verified.
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Figure 1. CEA topology

3. Common-emitter amplifier modeling

In this section, the fundamental equations governing the CEA are derived, taking into account both the dc and ac

operating conditions. It is assumed that transistor Q; operates in the linear region, ensuring accurate signal amplification
[17,18].

3.1 dc operation

During dc operation, the coupling capacitors (Cg and C¢) behave as open circuits, leading to a modified circuit
configuration depicted in Figure 2a, commonly known as a dc biased CEA [17, 18]. By combining resistors R, Ry, and the
voltage source V' cc, a Thévenin equivalent circuit can be derived, resulting in a new CEA circuit specifically designed for
the dc regime, as illustrated in Figure 2b. It should be noted that in Figure 2, lowercase letters are replaced with uppercase

letters, as it is assumed that the variables represent solely dc components. The definitions of V'gg and Rg, are defined as
follows

R
Van = > Ve (1)
2

Rg = Ri||R: 2

(@ (b)

Figure 2. CEA operating in dc regime. (a) Topology in dc bias. The capacitors Cp and C¢ act as open circuits. (b) Topology in dc bias with equivalent
Thévenin input network
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Considering (1) and (2), the information provided in Figure 2b and references [17, 18], the operating point of the
CEA can be determined to achieve a maximum voltage output excursion, vq(?).
This operating point is defined as

1
Veg, = 5 Vee 3)
VBB — VBE
T‘i‘ E

Equation (4) indicates that Brepresents the amplification factor in dc [17]. As the assumption is made that Q; operates
within the linear region, the expressions /cq = -/, [rq = Icq, and Vgg = V', = 0.7 V can be verified.

3.2 ac operation

During ac operation of the CEA, the capacitors C¢ and Cp are considered short circuits and the source V¢ is short
circuited. In addition, Q is replaced with its small-signal model [17, 18], assuming it operates in the linear region and
vj(?) operates at high frequency. The small-signal model of the CEA is illustrated in Figure 3. It should be noted that
the distinctions in modeling C¢ and Cpg as short circuits in Figure 3 are deliberate and based on their respective roles
and frequency-dependent behaviors within the circuit. Capacitors Cc and Cp facilitate the path of the high-frequency
sinusoidal input by behaving as short circuits, while inductor L serves its filtering purpose by acting as an open circuit at
the same frequency. Capacitor C’s behavior is determined by its specific filtering role within the circuit design.

lﬁ) L hie ﬂ iB(’)
il0) +
O FRs 3R, R, 2R. TC 3R v() = ve(0)
.-

Figure 3. Small-signal model of the CEA

The small-signal model shown in Figure 3 is derived and defined and given by

{ (1) = A-x(t)+B-u(r) Q)

y(t) =C-x()+D-u(t)

In this model, the input is scalar and defined as u(¢) = v;(¢). On the other hand, the state vector is defined as x(¢) =
[i:(1), vo(£)]T. Moreover, in this case the output vector is defined as y(7) = x(?).
Symbolically, {x(¢), y(t)} €{R?}. The model matrices are defined as follows:

R; 1
4 0 S
A= _é G B= (L)]
c Ro-C
1 0 0 0 ©)
C: D:
0 1] 0 0]
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and are the state matrix (A), the input matrix (B), the output matrix (C) and the direct-transmission matrix (D). Symbolically,
{A,C} €5, and {B,D} €4, . Regarding the assumption x(¢) = y(?), it should be noted that in a state-space model
such as (5), the vector x(¢) and the output vector y(¢) are related, but not necessarily equivalent. In fact, the state vector x(¢)
represents the internal state variables of the system, which describe the current state of the system. The output vector y(¢),
on the other hand, represents the measurable or observable quantities of interest [25].

In many cases, the vector y(#) may be a subset of the vector x(¢), which means that some state variables may correspond
to measured outputs [25]. In this study, the state variables are measured variables of the CEA. Therefore, as can be seen,
there is a direct relationship between x(¢) and y(¢).

Also, from (5) hie and R, are defined as follows:

v
hib = —-  hie = B - hib (7)
Ie,

Ry = Rc||RL )

From (7), V't is the thermal voltage, which is 26 mV [17, 18]. From (6) the expression of £ and R; are defined as
follows:

O BR
~ hie+P-Rg ©)
R; = Rg||(hie+B-Rg) (10)

Given the linear nature of the model in (5), further conversion of (5) to the Laplace domain (s) is performed. The

i

Taking (11) and assuming that s = j-w, the CEA gain expression in the frequency domain is derived and defined as
follows:

s-domain converted model is defined as follows:

s—i—% 0
k

1
L St R

Li(s)
Vo(s)

. R
. k j-o+7F
Avg-w):—f~% (12)
L J 0N} _|_ ROT
In order to verify the amplifying effect of this device, the Bode diagram of the gain Ay (j-®) is plotted and shown in
Figure 4. The parameters of this CEA given in Table 1 are used for this plot. It is important to note that the data presented

in Table 1 were extracted from [24], and are part of a theoretical design.
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Table 1. Common-emitter amplifier simulation parameters [24]

Parameters  Values

R 3kQ
R 15kQ
Re 2kQ
Rp 500 Q
Ry 1kQ
L 10 mH
c 100 pF
Vee 24V
v, 07V
—~ Bode Diagram

T T T T
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o
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N
o
T

w
o
T

Phase (deg) Magnitude (dB

240 i
210 .
180 . ' '
102 104 108 108
Frequency (Hz)

Figure 4. Bode diagram of Ay(j-®). At low frequencies the Ay(j-w) =~ 18 dB and phase reach 180°. At high frequencies, the Ay(j-) = 54 dB

From (12) and the information that can be taken from Figure 4, it can be seen that the CEA is indeed an inverter. On
the other hand, at low frequencies the CEA has an approximately constant gain of 18 dB and then at high frequencies
the gain is increased to 54 dB. It can also be seen that the phase of Ay(j-®) remains constant at 180° (which justifies the
inverter nature of the CEA) and after 10 kHz the phase increases until it reaches a maximum of 255° at 300 kHz. Then, as
the frequency increases, the phase decreases until it returns to 180°.

4. Park and Clarke transformation analysis

The Clarke (0-B-0) and Park (d-g-0) transformations play a crucial role in the field of electricity and power electronics,
and are widely recognized for their versatile applications [26, 27, 28, 29, 30]. These transformations are fundamental
methods for converting three-phase quantities, such as voltages or currents, from the conventional a-b-c reference frame to
the d-q-0 reference frame. In the a-b-c reference frame, each phase is represented as a sinusoidal function with a 120°
phase shift, which is the natural coordinate system for three-phase systems. In contrast, the d-q-0 reference frame is a
rotating coordinate system that is carefully aligned with either the magnetic flux of a machine or the voltage vector of an
inverter. Within the d-q-0 reference frame, two orthogonal axes, known as the d-axis and the g-axis, correspond exactly
to the direct and quadrature components of the three-phase magnitude. In addition, the d-q-0 reference frame includes a
zero-sequence component that effectively represents the common-mode or neutral aspect of the three-phase magnitude
[22].

These transformations, o-B-0 and d-q-0, are intrinsically linked by a rotation matrix. The a-B-0 transformation
transforms a-b-c quantities into stationary o--0 quantities that are aligned with the stationary axes of the machine or
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drive. Conversely, the d-q-0 transformation takes these stationary a-f-0 quantities and transforms them into dynamic d-q-0
quantities that are precisely aligned with the rotating axes of the machine or drive. The exact angle of rotation in d-q-0
depends on the angular position or speed of the machine or drive [22].

In addition, 0-B-0 and d-q-0 offer a variety of advantages in the three-phase domain. They simplify the mathematical
representation of these systems by reducing them to single- or two-phase models, which greatly reduces computational
complexity. In addition, these transformations decouple the active and reactive power components, effectively splitting
them into d and q components, allowing a deeper understanding and control of power distribution. In addition, they enable
the implementation of vector control techniques in machines and inverters, providing direct control over critical parameters
such as torque, flux, voltage, and current, ultimately improving system performance and efficiency [22].

In essence, the o-B-0 and d-q-0 transformations provide essential bridges between the conventional a-b-c and d-q-0
reference frames, making three-phase electrical systems more understandable and controllable. Their solid mathematical
foundations and versatile applications are central to the fields of power electronics and electrical engineering.

4.1 Derivation of the Clarke transformation matrix

The a-B-0 transformation, a powerful tool in electrical engineering, functions as an essential bridge between vectors in
the conventional a-b-c reference frame and the a-p-0 reference frame. Its primary strength lies in its remarkable ability to
disentangle the components of an a-b-c-referenced vector by emphasizing the common element shared by all three vector
components-in particular, it emphasizes the common-mode component, often referred to as the Z component [22, 31]. This
transformation is supported by a number of features: it maintains power invariance, adheres to right-handed coordinate
system conventions, and follows uniform scaling principles [22, 31]. The core of this transformation is represented by the
power-invariant, right-handed, uniformly scaled Clarke transform matrix defined as follows

> ! }% -3
KC:\/;- 0 P - (13)

I T

V2 V2 V2

To convert an abc-referenced system represented as a time-domain column vector (mgup(¢)) into a corresponding
time-domain column vector in the a-B-0 reference frame (mgpo(?)), the a-b-c vector must undergo a pre-multiplication
process with the transformation matrix K¢, as shown in follows

mgg0 (1) = K¢ -mgpe (1) (14)

On the other hand, to return to the a-b-c frame (i.e., mggg (£)), both sides of (14) must be pre-multiplied by the inverse
of K¢, resulting in the following expression

mabc(t) :Kci1 'maBO(t) (15)

In essence, the 0-B-0 transformation is a fundamental tool in electrical engineering that simplifies the manipulation of
vectors between the a-b-c and a-p-0 reference frames while preserving important mathematical properties and conventions.

4.2 Derivation of the Park transformation matrix

The d-q-0 transformation plays a central role in the conversion of vectors originating in the a-p-0 reference frame to
the d-g-0 reference frame, and has considerable utility in various applications [22, 31]. Its primary function is to facilitate
a controlled realignment of a vector’s reference frame, a process often referred to as “soft rotation,” which occurs at a
user-defined frequency. One of its critical features is the precise manipulation of a signal’s frequency spectrum. This
manipulation allows the user-specified frequency to appear as a dc frequency while simultaneously inverting the original dc
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frequency to match the specified frequency. This transformation effectively recalibrates the frequency alignment, making
it a fundamental tool in numerous engineering and control contexts [22, 31].
Mathematically, the d-q-0 transformation is expressed in its matrix representation, defined as follows

cosO(t) sinf(r) O
Kp= | —sin0(¢t) cos6(r) 0 (16)
0 0 1

Here, 6(¢) represents the instantaneous angle corresponding to an arbitrary angular frequency (w(?)) [22, 31]. To
convert a time-domain column vector in the a-B-0 reference frame, denoted mgpo(¢), into a new time-domain column
vector in the d-q-0 reference frame, mgqo(?), the following expression must be satisfied

mdq()(t) =Kp- maﬁo(l‘) (17)

Similarly, to return to the a-p-0 frame, the inverse transformation is required, given by

mepo (1) = Kp ' -myqo(?) (18)

Extending the previous information, it is possible to derive the transformation matrix from directly transforming a
time-domain column vector from the a-b-c reference frame into a new time-domain column vector in the d-q-0 reference
frame. This matrix is derived as Kcp = K¢ -Kp, resulting in

cosO(t)  cos(0(t)— ZT) cos (0(1) + ZTﬂ
KCP\/; —sig)(t) —sin(e%)—z';f) —sin(9(2t2)+2‘3”) (19)

It should be noted that inverse transform of (19) is defined in (20). For the direct conversion of a time column vector
referenced in abc (mapc(#)) into a time column vector in the d-g-0 frame (mgqo(?)), (21) is used. Conversely, for a return to
the abe frame, (22) also is used.

In a geometric context, the d-q-0 transformation, much like the a-f-0 transformation, is rooted in

5 cos 0(r) —sin 6(z) g

Kep ' = 3 |cos (G(I)fZ'T”) —sin (G(I)fz%) ? (20)
cos (0(1) + &F) —sin (0(t) + 2%) @

mgq0 () = Kcp - Mape () (21)

Mane (1) = Kep ™' maqo(?) (22)

the principles of dot products and vector projections [22, 31]. To illustrate this concept, consider an a-3 reference frame and
a dq reference frame displayed simultaneously (see Figure 5). The 0 coordinate is intentionally omitted in both reference
frames for clarity. In this scenario, a vector is displayed in the a-f frame, mgg(#). Note that the dq frame is shifted by 6(z)
degrees from the a-f reference frame.

The Cartesian representation of mgg(#) in terms of the - frame is defined as
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mgg (t) =my(2) 'ﬁa+ml3(t) 'ﬁﬂ (23)

Here, U, and ug denote the unit basis vectors corresponding to the a and p components of the a-p reference frame.
The angle 6(¢) represents the orientation between u, and ug [22, 31]. Referring to Figure 5, the unitary vectors for the d
and q components with respect to the a and § components can be defined as follows

24)

{ Ug = cos (6(1)) - Ug-+sin (0(1)) - U
ug = —sin(6(r)) - ug+cos (6(r)) - ug

The projection of the vector mgg(#) onto the unit vectors of the d and q frames, i.e., g and ug, can be understood
through the concept of the dot product where mg(?) represents the projection of mgp() onto the tig axis, and mq() represents
the projection onto the Ul axis as can be seen as follows

my(t) =g -meg(t) =
=cos(0(t)) -mg(t)+sin(0(t)) -mg(r) (25)
mg (1) = Uq - My (t) =
= —sin(0(1)) -mg(r) +cos (O(1)) - mg(r
B4
q" e )
\ $
U PAPE )
i) .
m,(7)

Figure 5. Geometric representation of an arbitrary vector mgg(¢) in reference frames off and dq. In addition, the vector components of the vector in its
two reference frames are included

Together, these projected components, mq(f) and mg(#), constitute the new vector, mqgq(?), within the d-q reference
frame [22, 31]. It is important to note that the positive angle 6(¢) corresponds to a counter-clockwise rotation of the vector
as it transitions to the new d-q reference frame. This implies that the angle of the vector relative to the new reference
frame is smaller than its angle within the old reference frame (i.e., the a-p reference frame). This difference arises from
the fact that it is the reference frame itself that has undergone a forward rotation, not the vector. In essence, a forward
rotation of the reference frame is equivalent to a negative rotation of the vector. In scenarios where the original reference
frame experiences a forward rotation, such as in three-phase electrical systems, the resulting d-q vector (mgq(#)) essentially
maintains its position without further rotation [22, 31]. In this analysis, two-component column vectors, (mg(?), mg(#)) and
(mg(t), mgy(1)), for the a-p and d-q reference frames, respectively. Thus, a 2 x 2 matrix containing these column vectors is
defined as

| cosB(t) sinB(1)
Kp= l— sin6(¢) cos@(t)] (26)

This matrix establishes the relationship expressed as mgq(¢) = Kp-mgg(?).
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In cases where a single vector quantity consists of a single component, such as m,(#), a direct application of the
transformation defined in (21) may not be straightforward. However, the transformation associated with (26) can be used,
as explained after in [32]. Like the core idea is to apply the Clarke transformation to the vector m,(¢), but in a simplified
way. In particular, the transformation is defined as follows

ma(t) = ma(t)
{ my(r) = mg (1 — %) @7

where my(#) and mg(f) denote the components of m,(f) in the a- frame. This transformation retains the original component
as mg(t), while the B component, mg(#), corresponds to the original vector shifted by 90 degrees. Consequently, the vector
mgp(7) = [mg(2), mﬁ(t)]T can be converted into mgqq(?) by applying (26) [22, 31].

5. Modeling of the common-emitter amplifier in d-q coordinates

A review of the model in (5) indicates that the d-q conversion is not directly applicable, given that (5) represents a
single-phase system. However, as indicated in the previous section, by applying (27) to each of the single-phase variables
in (5), a suitable model can be obtained for the application of (26). Consequently, each of the variables in (5) can be
described as follows:

iia(l‘)Zii(t) voﬁ(t)zvo(t—%o) Via(t)zvi(t) (28)
iy (1) = ii(1 — 90°) vig (1) = vi(t —90°) | vig(t) = vi(t —90°)

Replacing the variables defined in (28) in (5), the state-space model in a-p coordinates is derived and given as

X(XB (t) = A(XB : X(XL)V (t) +B0L[3 : u(lﬁ (t) (29)
Yap (t) = CaB Xap (t)+DaB “Ugp (t)

The matrices of the model in (29) are defined as follows:

R:

~&0 0 0 1o 1000 0000
o % o 0 0 1 0100 00 0 0

Aap I = Ba=10 01" C= 1o 0 1 0o/P*=|o 0 0 0 (39)
0 -¢ 0 -3z 0 0 0001 0000

On the other hand, the vectors are defined as xqp(¢) = [iia(t),iiﬁ(t),voa(t),vog(t)]T, up(t) = [via(t),viﬁ(t)]T, and yqp(f) =
Xqp(?). Symbolically, uep(t) € {R?} and {Xap(), Yap(D)} € {R*} and {Aup,Cop} €M 44 and {Bog,Dopg} €A 4 5.

Park’s transformation is directly applied to the given model in a-f3 coordinates derived in (29) [22]. The d-q coordinate
model of the system is defined as follows:

{ Xdq(1)=AdqXdq(?)+Bdq8dq(?) 31

Yag(1)=CaqXaq(?)+Daq-taq(?)

Note that, the d-q transformation operates properly when the unconverted variables be pure sinusoidal [22].
Finally, the matrices of the model are defined in (32), where k is defined in (9). The vectors are defined as xqq(?)

= [iia(®), iiq (1), voa(?), voq(D]", uaq(?) = [via(1), vig()]", and yaq(?) = Xaq(#). Symbolically, uaq(?) € {R*}, {Xaq(?), Yaq(1)}
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c{R*}, {Adq, Caq} €A 44, and {Byq, Dy} €4 4x,. Also, from the matrices, @ = 2-7:f, where 1" is the input-voltage
frequency.

The linear model in d-q coordinates of the CEA defined in (16) is illustrated diagrammatically in Figure 6. The CEA
model in d-q coordinates is configured by two decoupled networks associated with the d and q channels.

It can also be seen that each of the channels is configured by a voltage circuit and a current circuit. The voltage circuits
contain current-controlled voltage sources and the current circuits contain current- and voltage-controlled current sources.

L R
ig(0) +
+ L3 (1 ki (1 Cve(Ddp =C 4 — ,
Vig(NQ L) GdD(|) @ Crel D3R, TC 2R, Voa(?) = veg(?)
-
(@
L R
l'iq(l)_> +
Vig(DW @Li?) i O(]) @ v('d()'RC CzR Voq(t)_VCq(t)
a=
(b)
Figure 6. d-q model of the CEA. (a) d-channel. (b) q-channel
% w0 0 1o 1000 0000
R 1
-0 -7 0 o 0 + 01 00 0 0 0O
A L Byq= L1 Cyq= Dyo= 32
W=E 0 e 0 |77 o o7 oo 1 0 o0 o0 O (32)
0 - -0 —z¢ 0 0 0001 0000

6. Dynamic equation solution

In order to obtain a deep understanding of the dynamics of the system state variables in both electric and d-q coordinates,
it is necessary to obtain the expressions representing the dynamics of these variables, i.e., in the electric domain (#;(¢) and
vo(?)) and in the d-q domain (7iq(?), iiq(?), vod(?), and voq(?)). Therefore, it is necessary to solve the state equations presented
in (5) for the electric case and in (31) for the d-q case. The solutions discussed above are developed below.

6.1 Solution of the state equations in electrical coordinates

From (5), the dynamic equations of the system in electric coordinates are given by:

di(t) _ R
{ dgt) **?'li(f)Jr%"’i(t) (33)
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Considering that both differential equations shown in (33) are of first-order linear type, they can be solved by using
integration factors [33]. For the case of the differential equation relating #;(¢), assuming that v;(¢¥) = V;-sin(w-t), where V;
and w are the peak-to-peak voltage and angular frequency of v;(¢), respectively, and applying the integration factor (/F’)
defined as IF = eﬁ, in both sides of the differential equation relating i;(¢), the expression of i;(¢) is obtained and defined as

ii(t):Ii-sin(w-t—¢)+l'io~67% (34)

where I;, I'jo, 71, and ¢ are the steady state magnitude, the transient magnitude, the inductive time constant, and the phase
shift angle, respectively. The definitions of each of these constants are given by

Vi

/ i = ﬁRiQ_v,z,Lz

Iio :Ilo—"_wl’zil“
R; —Hi LL (35)

TL =R

¢ =tan™! (%)

Also, I;, is the initial system current. As is trivial, ;(¢#) has two components, one in the transient regime and the
other in the steady state. In addition, the magnitude of /; depends strongly on the real component of the inductive input
impedance formed by R; and the inductive reactance Xy,(j-w) = j-w-L. The magnitude I';, also depends on the initial current
and a current source determined by Xy (j-@) and controlled by the current /;. Finally, 7| corresponds to the time constant
generated by the input circuit formed by R; and Xy,(j-@). To solve the differential equation for the variable v, (), the
IF = e% is applied, also in both sides of the differential equation relating v,(¢), obtaining the expression of v,(¢) defined
by:

__t
Volt) = —Vo-cos(@ -1 — 9 +8) — Vo, ¢ T +V/o, -0 (36)

The expressions Vo, Vo1, V'oo, 7c, and 6 are given by:

V _ k'Ii‘TC
T o1+l
V _ k'llio-TL”CC
kg (sino-tooac-cosg) )

-Tc-(sin p+@-Tc-cos
Vo, = Vo, — CC-(1+a)2-TcC‘2) + Vo, (37)

Tc=R,-C

— -1 1
6 =tan (Trc)

From reference (36), it can be confirmed that the behavior of v,(¢) dynamics is straightforward, as it consists of two
components: a transient component and a steady-state component. Additionally, it is observable that the transient stage
is comprised of two subparts. During the steady state stage, it is evident that the output network consisting of R, and C
affects the magnitude of V', as stated in (37).

Additionally, the magnitude of the steady state current #;(¢) also impacts V. The R;j-L and R,-C networks influence
V 001’s magnitude during the transient period, as per (37), due to the greater impact of the inductive and capacitive time
constants. It is worth noting that 7y and 7z¢ affect the transient components related to the magnitudes of Vo1 and V',
respectively. Finally, it can be analyzed that

V'50’s magnitude depends on the phase difference angle ¢, and 0 has a direct dependence on the R,-C network’s
dynamics.
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6.2 Solution of the state equations in d-q coordinates

As in Subsection 5.1, the system’s dynamic equations in d-q coordinates are obtained from (16) and presented in (38).
Note that by applying the d-q transformation described in Section 4 to the voltage source v;(¢), the source channels d and q
are obtained and defined as vjq(¢) = 0 and viq(£) = V.

As in the previous case (Subsection 5.1), the dynamic equations of the system in d-q coordinates are obtained from
(16) and presented as follows:

diig 1 . dli%é(.l> - T e iliq "
@ = o lidd(v?d(_t)f “lig Sf) + Vo, (lt) ti- Vi (38)

N Thlid(t)_? oalt)

o = ¢ i (1) =@ voy (1) — 75 " Vog (1)

Note that by applying the d-q transformation described in Section 4 to the voltage source v;(¢), the source channels d
and q are obtained and defined as vig(¢) = 0 and v;(#) = V';. From (38) it can be seen that the differential equations related
to the CEA in d-q coordinates are of the linear type with constant coefficients [34]. To solve this system, different methods
are used. First, the differential operator D = d/dt is applied to the system in (38), which transforms the equations in (38)
into a system of non-differential linear equations. Thus, by applying D to (38), the new version of the latter is described as
follows:

D—s—% —wR 0 0 i, (1) 8

o D+F 0 - i (¢ +

e o pa O] (39)
C 0 D+m 0 Vod([) 0

0 £ 0] D+R(+~C Vog (1) 0

To obtain the solution of this system, the complementary and particular components of each of the state variables of
the system in (39) are derived. The components of the state variables are derived as follows. Note that to obtain these
components, the constant column vector on the right side of (39) must be forced to zero [34]. By doing this, one can see
that the complementary component of each of the variables is the same. The derivation of these components is described in
detail below.

6.2.1 Derivation of the complementary component of the system’s state variables in d-q coordinates

In order to facilitate the derivation of the complementary components of the system in (39), an analogy of (39) is
performed and the following matrix-equation system is obtained:

Ac=0 (40)

By comparing (39) and (40), one can easily define the A, the vector ¢. In this case, 0 is a null vector. Specifically,
the vector ¢ corresponds to the complementary components of the state variables being studied. Thus, ¢ = [i%4(f), i%q(?),
V¢0d(0), v"oq(t)]T. Symbolically, A €4 454, 0 €M 4%, and ¢ € {R*}. Within the framework of the solution method for
this type of equations, the characteristic equation of the system is obtained, which consists in calculating the differential
variable D, corresponding to the characteristic values, by solving the equation det (A) = 0 [34]. As a result, the expression
in (40) can be defined in the following canonical form:

(D+D1)(D+D2)(D+D3)(D+Ds)n=0 41)
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where n(t) €{i%q(£),i%q(1),°0d (1), 0q(t)} . Due to the complexity of the solutions of D; (i €{1, 2, 3, 4}), they are not shown
in explicitly way in this article. However, it can be verified that D; values are as follows: D = —oy +j-B1, Do = —0 —
j-B1, D3 = —0p +j-B2, and Dy = —ay — j-B,. From this analysis, it is evident that the complementary components provide
complex conjugate and stable variables (Re{D;} < 0). Equation (41) is elementary [33, 34] with a solution described as:

nle) =7 (€M 4 Oy eI ) e (€ gy eI (42)

This expression exhibits transient dynamics, as per the theory of solving differential equations.

6.2.2 Derivation of the particular component of the system’s state variables in d-q coordinates

As previously stated, the system outlined in (37) is a linear differential equation system with constant coefficients.
Accordingly, a practical technique for acquiring the particular components of the state variables involved in (37) is to
solve each of the equations outlined in (38) as a first-order linear differential equation [34]. Therefore, in the case of the
particular component of #j4(?), i.e., iiq(?), it can be defined as follows:

1 1 1 1
lpld([): - . - . - . - .L.
D+a;—j-By D+ar+j-By D+or—j-B, D+oa+j-B,

Then, using the following change of variable, the first differential equation to be solved is given by:

-V (43)

1 duy (¢
=—F L oV=> (1)
D+aox+j-B, dt

up (1) +(o2+jBy)-uit)=L-@-V; (44)

In addition, the differential equation in (44) is trivially solved using the IF = ¢(® *1"}2)* and giving as the result:

L-w-V;
SRS -

Applying the following change of variable, the second differential equation to be solved is obtained as:

1 dua (1) . LoV
W)= — () = F(a—j-By)-ma(t) = =21 46
2(1) Drwm_i P, 1() g T (2—iBy)m(r) w1 b (46)
Applying the IF = e(® ~i'B2)"* gives the solution shown as follows:
L-w-V
w(t) = = 47
(z) e )
Applying the third change of variable
1 dus (1) . LoV
Gl = —— w(t) = F(a 4By () = =2 48
3(1) D] P, 2(1) g T(atiBy) () e (48)

the third differential equation to be solved is obtained by using IF = ¢ *i'F)"? giving the variable defined as follows:

L-®-V
(02®+B,°) - (@1 +j-By)

Finally, the particular component iP;4(¢) is obtained by solving the following differential equation:

us(r) = (49)
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Py (1) = m ~uz(t)
di; (1)

=+ (o —j-By) us(t) = LoV (50)

(0-22+522) (o +jBy)

and applying the IF = e(® ~ 1B the particular component iPi4(¢) is obtained and defined as:

LV -
2 2y g
(G12+Bl ) . ((122+B2 )
which corresponds to a constant value. Proceeding in the same way as described above, the particular components /P,
VP4, and VP, are obtained as follows:

Py, (1) = (1)

RV

]piq & (612+1312>'((122+522)
VP o~ Lk-w-RyV,
o <a12+ﬁ|2)'(a22+f522) (32)
\%4 ~ k-RoR;-V;

P, =~
% (012+B12>'(022+l322)
Having the complementary (41) and particular (51), (52) components of each state variable of CEA in d-q coordinates,
the complete solution of these variables is defined as the sum of their components as

iid(t) = icid(t)-i-lpiq

= i (1) =e M. (Cl P4, e—j'ﬁﬂ) Lot (C3 Pt 4y e—j'ﬁz'f) +
L0V,

* <012+B12)'(a22+322>
by (1) = %, (1) + 1Py

= ij, (t)y=e . (Cl P4, e—j'ﬁl‘f) Le %2, (C3 bty e—j'ﬁz‘t) _
L-k-o-Ry-V;

((X12+B12) : <ﬂ22+ﬁ22)
Vo (1) = V0, (1) + VP,

= Vo, (1) =e M. (Cl P4, e*j'ﬁl") e T, (C3 Pt 4y e*j'ﬁz'f) +
L-k-o-Ry-V;

e (w2 e,
Voy (1) = V0, (1) +VPo,

= Vo, (1) =e . (Cl P4, e*j'ﬁl'f) e T, (C3 Pt 4y e*j'ﬁz") —
k-Ro-R;-V;

(a12+512>'<0t22+[322)
It can be observed from the expressions presented in (53) that the dynamics of the system’s state variables in d-q
coordinates comprise of two stages-one transient and one in a steady-state regime. Moreover, it can be verified that the

(53)

steady-state component is of the constant type, as expected in the dynamics converted to d-q coordinates.

7. Simulation results

The models defined by (5) and (10) are simulated using MATLAB-Simulink. The CEA is supplied with a sinusoidal
voltage with an amplitude of 5 mV peak-to-peak and a frequency of 5 kHz. The parameters of the CEA are outlined in
Table 1.
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The simulation results under transient conditions related to (5) and (16) are shown in Figures 7 and 8, respectively.
Additionally, Figure 9 shows the simulation results, under transient conditions, after the transformation of the system into
d-q variables as defined in (5).

The dynamics of the current #;(¢) are shown in Figure 6a, and the output voltage v,(¢) is shown in Figure 6b. It is
evident from Figure 6a that the CEA dynamics are sinusoidal, as i;(f) follows a sinusoidal pattern. Figure 6b demonstrates
the gain and phase shift introduced by the CEA in the output voltage v, (¢).

1 0-6 —ii(t) 105 —ui(t) —o(t)

: _ 5 ><“ ‘
>0
0.5 15 2 e
0
S] X 10-3
(a) (b)

Figure 7. Simulation results, under transients, regarding the dynamic variables from (5). (a) Input current #;(z). (b) Input and output voltages v;(r) and

vo(?)

—is, (1) —45, (2) — o, (£) —vo,
s oY 103 el

e s
il [l
1 | | ‘ | - | | . f

0 0.5 1 1.5 2 0 0.5 1 1.5 2

[S] x 103 [S] x 103
(a) (b)

Figure 8. Simulation results, under transients, regarding the dynamic variables from (16). (a) d- and q-channel of i;(¢). (b) d- and g-channel of v, (?)

2 1 0 6 } 1 0_3 =V (t) —Vo,,, (1)
= — O\ \ l N
ﬁomwvw ZO/‘\’“ \‘\f ’\ \/“\f\/\\f\
- Y U U V \v \,’ Vo oy
0 0.5 1 1.5 2
x 103 [s] x 103
(a) (b)

Figure 9. Simulation results, under transients, show the comparison between the input current and the output voltage derived from the model in (10), i.e.,
(ii(1), vo(?)) and those obtained from the inverse conversion of the model in (16) to the model in (10), i.e., (ficony(?), Voconv(?). (a) Comparison between
ij(?), and icony(?). (b) Comparison between v, (2), and vocony(?)

Regarding the transformation of the CEA model into d-q coordinates, Figure 8 presents the dynamics of the state
variables in the d-q frame. Figure 8a depicts the dynamics of ijq(¢) and ij4(¢), while Figure 8b shows the dynamics of
Vod(f) and voq(#). The results in Figure 8 clearly indicate the static nature of the model in d-q coordinates, where the state
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variables reach their steady-state values very rapidly (approximately 2 ps) after system start-up. This rapid convergence to
steady-state highlights the advantage of the d-q transformation in accelerating the system’s response, facilitating a faster
transition to the steady-state regime compared to the system described in normal coordinates. Moreover, the dynamics are
confirmed as detailed in (53), with Figure 8 illustrating that the steady-state components are indeed constant, as anticipated
from the dynamics converted to d-q coordinates.

In Figure 9, the proper operation of the model in d-q coordinates, as presented in (16), is clearly illustrated. The
simulation results demonstrate that the pairs of variables #j(¢), ficonv(?) and vo(?), Voconv(?) exhibit identical dynamics,
validating the accuracy and correctness of the CEA’s d-q model. This model not only simplifies the analysis of dynamic
variables, where their behavior is represented as dc components, but also allows for the potential use of standard linear
compensators in control system design, leveraging the simplicity introduced by the d-q transformation.

8. Conclusions

This study delves into the field of microelectronics, with a particular focus on low-power signal amplification. The
focus is on the central role that bipolar junction transistors and operational amplifiers play in this context. Operational
amplifiers are considered highly versatile across various frequency spectra, whereas bipolar junction transistors face
challenges, especially in mid-frequency voltage amplification, due to their gain dependence on the load resistance. To
address these challenges, a feedback loop inspired by control theory is introduced, emphasizing the critical role of selecting
appropriate actuators and compensators.

A novel common-emitter amplifier model is central, introducing variables with static dynamics. This article
meticulously analyzes state equations, unraveling dynamic interactions of state variables in both electrical and d-q
coordinates. The analysis examines both transient and steady-state dynamics, providing insight into the vulnerability of
sinusoidal and transient components to external factors.

The proposed d-q coordinate model has been rigorously validated through inverse transformations and simulations,
confirming its accuracy and reliability. Simulations provide evidence of the model’s viability and effectiveness, offering
nuanced insights into common-emitter amplifier performance under various scenarios and operating conditions. The
transformation to d-q coordinates proves advantageous by allowing the system to reach its steady-state regime more rapidly
compared to traditional normal coordinate systems. Additionally, the d-q model facilitates easier analysis of dynamic
variables due to their dc behavior, enabling straightforward implementation of conventional linear compensators in control
system design.
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