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Abstract: Power electronics are widely used in power and energy systems, such as electrified transportation and renewable

energy systems. These systems are increasing related simulations’ size and complexity, resulting in longer computation

times. Advanced computing techniques offer new tools for efficient simulation while designing and simulating complex

energy systems. This paper introduces high-performance computing for intensive power electronics simulation and

demonstrates resultant simulation speedup in a quantified and scalable manner. First, a quantitative study is performed to

compare a slower-than-real-time (STRT) simulation benchmark and the proposed faster-than-real-time (FTRT) simulation

through a single power electronics building block (PEBB) case study. The impact of switching frequencies in the range of

tens to hundreds of kHz considering wide bandgap (WBG) power semiconductors is also investigated. The simulation

speed is observed to be accelerated by a factor of 43.8 when using high-performance computing techniques compared to the

sequential-based simulation benchmark. Next, a scalable simulation framework is proposed for expanding a single PEBB

to an energy system consisting of multiple PEBBs. The framework leverages the high-performance programming language

Julia with multi-threaded parallel computing capabilities to reduce the computational burden of power system simulation.

The performance gains from the case study demonstrate an average speedup of 2540 times in a 15.0 s multi-PEBB simulation

case study compared to its baseline version, with maintained simulation accuracy and ensured scalability.

Keywords: power electronics, power electronics simulation, high-performance computing, simulation speedup, faster-than-

real-time simulation

Abbreviation

Symbol/Term Description

VLL Line-line root mean square (RMS) voltage

VDC Direct current (DC) link voltage

id,iq Direct and quadrature currents in the dq domain

vd,vq Direct and quadrature AC voltages

ia,ib Phase currents in the ABC domain
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SAH,SAL Switching functions of the upper and lower switches in phase A

SBH,SBL Switching functions of the upper and lower switches in phase B

SCH,SCL Switching function combinations (e.g., SAB, SBC, SCA)

PMSM Permanent magnet synchronous motor

ω r Rotor angular speed

Jm Mechanical inertia of the rotor

Bm The friction coefficient of the rotor

φm Permanent magnet flux

dd,dq The duty cycle for direct and quadrature components in the control scheme

iDC DC load current

TL Load torque

A,B Coefficient matrices representing system parameters in state-space equations
→→→
X

Intrinsic variables (id, iq, vDC) as AC currents in the dq domain and DC voltage for

rectifier

→→→
u

Disturbance variables (vd, vq, iDC) as the AC input voltages in the dq domain and DC

load current for rectifier

STRT Slower-than-real-time simulation speed

FTRT Faster-than-real-time simulation speed

HPC High-performance computing

PEBB Power Electronics Building Block

WBG Wide Bandgap (semiconductors)

1. Introduction

The trend for the penetration of power electronics-enabled power and energy systems to decarbonizing society is

irreversible. It is happening in areas such as electrified transportation, power grids with abundant renewable resources, and

many others [1, 2, 3]. As a fundamental technique for designing and operating such a system, high-fidelity modeling with

high-speed simulation is essential. Today’s solutions always compromise between simulation time and accuracy, even

with a limited number of power electronics converters in the system, which could be more challenging for next-generation

power electronics intensive systems [4, 5].

Power Electronics Building Blocks (PEBBs) are platform-based systems built on reliable, modular components.

PEBBs feature defined functionality, standardized hardware, and control interfaces, making them highly versatile and

widely adopted across various applications. This standardization enables high-volume production while minimizing

engineering effort [6].

The core idea of the PEBB concept is to create an integrated structure for energy conversion devices. Figure 1

illustrates an example of a PEBB circuit, where the chosen topology supports different energy conversion processes (e.g.,

rectification and inversion) by implementing control algorithms. PEBBs significantly simplify the simulation of power

electronics-intensive systems using graphical commercial tools or custom algorithmic models utilizing mathematical

equations.

Simulation is a tool that uses circuit theory to show the behaviors of an electric circuit. Researchers have adopted

commercial tools with built-in toolboxes and power electronics circuit simulation models from component to system [7]. It

includes (1) the PSIM software package at the system level to integrate the entire energy and power system with relatively

low fidelity power electronics models; MATLAB/Simulink serves as a platform for system and power electronics simulation,

utilizing its integrated graphical block diagram capabilities; (2) the PLECS software tool at the power electronics level,

providing dedicated toolboxes for power electronics and component simulation with analog and digital control schemes;

(3) Synopsys Saber with many detailed component behavior models for power electronics circuits simulation; (4) Spice,

like Saber, with better library availability for power electronics circuits simulation, including detailed component models;
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(5) ANSYS and other finite element analysis (FEA) simulation tools with the physics-informed model for multi-domain

simulation. Overall, the tradeoff between simulation time and accuracy always exists for these simulation tools.

Figure 1. Example PEBB topology

To address the increasing downtime while waiting for simulations to finish, computer science/engineering design

concepts can be leveraged to increase simulation speed while maintaining accuracy. High-performance computing (HPC)

is one such advanced computing technique employed by the computer science community to improve the “speed of a

simulation.” When referring to the “speed of a simulation,” three main terms describe speed. The first and more common

type, seen in yet-to-be-optimized simulation setups, is slower-than-real-time (STRT) simulation, where each simulation step

requires more time to execute than the actual time step being simulated. These setups are not acceptable if the execution

time of the simulation is an essential factor to the researcher, such as multi-objective converter optimization with extensive

design variables, reliability assessment considering lifetime operation, or electric power and energy systems consisting

of many interface converters. Next, and quite common, are real-time simulations, which, as the name suggests, run in

parallel to the elapsed real time. These types of simulation are common in hardware-in-the-loop (HIL) simulation setups

[8]. As these setups are usually commercial products, relying on specialized hardware and licensed software, there is

generally no room for further speedup by operators. Lastly, this paper focuses on faster-than-real-time (FTRT) simulation

[8]. These simulations can run multiple simulated time steps in an equivalent span of real-time. The main advantage of

FTRT simulation is that it takes significantly less time to produce the same results as the STRT simulation. For example,

the researcher can run longer stability and reliability simulations or decrease the development time of a power electronics

system by reducing wait times for a simulation to complete.

This paper is a revision of [9] with significant additions. This paper uses a direct current (DC) based electrical system

consisting of multiple power electronics converters, as shown in Figure 2. It starts with a single power electronics device

using the PEBB concept. A quantitative simulation comparison between the sequential-based STRT benchmark and the

proposed FTRT simulation is performed, including a brief introduction of the methodology and the results. In addition,

to engage more power electronics converters, as practical implementations shown in Figure 2, more than one PEBB

simulation is essential. This paper then extends the results of a single PEBB to conduct a PEBB-based energy system. A

generic equation is derived based on the standardized PEBB as a foundation to build the STRT simulation model. Finally,

a parallel computing technique is adopted to form a scalable FTRT simulation framework. According to this methodology,

a case study is presented, demonstrating not only the simulation speedup of a single converter but also the scalability of the

simulation framework for a converter-intensive energy system.
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Figure 2. Intensive power electronics in a DC-based energy system

This paper is organized as follows: Section 2 introduces a single PEBB simulation, Section 3 presents a multiple-

PEBB-based simulation for a DC-based energy system, and finally, a conclusion is given in Section 4.

2. Single PEBB simulation

2.1 Methodology

Taking a three-phase, two-level voltage source converter as an example illustrated in Figure 3a, a single PEBB

modeling and simulation can be implemented in the following means: (1) graphical user interface STRT simulation tools,

which are widely used for simulating power electronics system (e.g., MATLAB/Simulink), (2) numerical or analytical

models are derived from circuit analysis equations and solved using either an ordinary differential equation (ODE) solver

or algebraic calculations, and (3) code based model using HPC techniques for FTRT simulation leveraged by the numerical

and analytical equations without structural change. Accordingly, a quantitative comparison study is performed based on

this same PEBB under a given operating condition.

Figure 3. PEBB-based energy system: (a) single PEBB configuration and (b) high-level illustration of the simulation framework using parallel computing,
considering communication
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The methodology for conducting a quantitative comparison study is illustrated in Figure 4. It begins with a benchmark

STRT model implemented in MATLAB/Simulink, followed by the development of numerical and analytical models.

Notably, the numerical and analytical models were initially implemented using MATLAB .m code and subsequently in

Julia. Julia is a scientific computing language that happens to be a compiled language, contributing to its competitive

efficiency [10].

Figure 4. Single PEBB quantitative comparison study methodology

2.1.1Benchmark model using MATLAB/Simulink

Following the example PEBB configuration in Figure 3a, the sequential-based model using MATLAB/Simulink is

designated as the benchmark with the circuit-based functional block provided in the MATLAB/Simulink toolbox.

2.1.2Numerical & analytical model using MATLAB .m code

In the numerical model, following a generic equation in Figure 4 and a specific expression of this case study in

Equation (1), at the given simulation step, the combination of switching functions associated with individual power devices

in the PEBB configuration determines a specific linear circuit consisting of source, load, and passive components. Then,

based on the circuit analysis, the coefficient matrices A and B in the space state equations can be fixed, allowing the

equations to be solved numerically using an ODE solver. Going one step further, the analytical model can be formulated

explicitly based on the derived equations, as shown in Figure 4, which provide the same level of accuracy and a more

computationally efficient mean than the numerical model.

2.1.3Measurement of execution times

An explanation of how execution times were measured for both single and multi-PEBB systems can be found in

Section 3.1 under Setup and Measurement of Execution Times.
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2.2 Case study

Based on the outlined methodology, a case study is conducted using the parameters listed in Table 1, evaluating three

tiers of switching frequencies: (30, 100, 300) kHz. The simulation runs for a duration of ten milliseconds (ms).

Mathematical modeling employs numerical and analytical approaches, which rely on the switching functions of

individual power devices and circuit analysis. The switching functions of upper and lower switches in the three phases

determine the SLL(Sab, Sbc, Sca) in Equation (1), resulting in eight possible combinations (i.e., eight cases in total). After

formulating the equation for each case, the ODE solver is used to solve the corresponding state-space equations.
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Table 1. Parameters for the PEBB simulation

Line-line rms voltage Power rating Dc voltage Fundamental frequency Load

230 V 10 kW 750 V 60 Hz LR load with 0.9 power factor

Table 2 lists all eight cases and the corresponding switching functions SAH, SAL, SBH, SBL, SCH, SCL, as well as the

derived SAB, SBC, SCA (i.e., SLL in Equation (1)) where SAH represents the switching function of the upper switch in A phase,

SAL represents that of the lower switch in A phase, and so on.

Table 2. Combination of switching functions in PEBB case study

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8

SAH On On Off Off On On Off Off
SAL Off Off On On Off Off On On
SBH On Off Off Off On Off On On
SBL Off On On On Off On Off Off
SCH On On On Off Off Off On Off
SCL Off Off Off On On On Off On
SAB 0 1 0 0 0 1 −1 −1
SBC 0 −1 −1 0 1 0 0 1
SCA 0 0 1 0 −1 −1 1 0

A circuit analysis process is then conducted. Once the switching functions (i.e., on/off) at the given simulation step

are determined, the PEBB forms a specific linear circuit consisting of source, load, and passive components, which could

be derived as differential equations and state space representations. In detail, the equations for each case are summarized

in Table 3, following the generic format in Equation (1) with the specific SLL values derived in Table 2.

Table 3. Equations for eight cases of the example PEBB configuration

Case Equation
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2.3 Results

The first comparison is conducted among three models: MATLAB/Simulink (used as the benchmark), MATLAB .m

code with a numerical model and DOE solver, and MATLAB .m code with an analytical model, all evaluated at a switching

frequency of 30 kHz.
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As summarized in Table 4, the numerical solution executes the simulation in half the time the benchmark model

requires. Furthermore, the analytical solution achieves an impressive execution speed, running 50 times faster than the

benchmark.

Table 4. MATLAB/Simulink benchmark vs. MATLAB .m code

Version Execution time

MATLAB/Simulink (Benchmark) 3624 ms (1.00x)
MATLAB .m code Numerical solution 1303 ms (2.78x)
MATLAB .m code Analytical solution 80 ms (45.30x)

The benefits of creating a power electronics simulator using advanced computing techniques implemented using

the Julia language are further explored. Additionally, simulations at two higher switching frequencies (100 and 300

kHz) are conducted to assess the impact of high-frequency power conversion systems enabled by emerging WBG power

semiconductors.

Table 5 summarizes the results, which are also illustrated in Figure 5. The findings show that Julia’s parallel solution

significantly reduces the execution time for numerical simulations. At a switching frequency of 100 kHz, Julia achieves an

execution time that is 18.43 times faster than the MATLAB-based solution using .m code. At 300 kHz, this improvement

increases to 43.84 times faster than MATLAB.

Even when analyzing the analytical solution, Julia demonstrates a substantial performance advantage over MATLAB,

simulating at least 18 times faster for both 100 kHz and 300 kHz switching frequencies.

Table 5. MATLAB .m code vs. HPC Julia language

Version
Execution time

MATLAB .m code Julia Julia parallel

Numerical solution
30 kHz

1303 ms
(1.0x)

147 ms (8.8x) 68 ms (19.2x)

100 kHz
7691 ms
(1.0x)

503 ms (15.3x)
417 ms
(18.4x)

300 kHz
63,922 ms
(1.0x)

1511 ms (42.3x) 1458 ms (43.8x)

Analytical solution
30 kHz

80 ms
(1.0x)

3 ms (30.7x) N/A

100 kHz
150 ms
(1.0x)

8 ms (18.3x) N/A

300 kHz
584 ms
(1.0x)

25 ms (23.7x) N/A

Figure 5. Comparison between MATLAB and Julia

Journal of Electronics and Electrical Engineering 276 | Cayden Wagner, et al.



Some key findings that emerge from the results require more illumination: (1) Execution time decreases significantly

when transitioning from MATLAB to Julia without significant modification of the existing code architecture. This

improvement stems from Julia being a compiled language, inherently faster than MATLAB, an interpreted language.

Additionally, Julia offers superior memory management compared to MATLAB. When a program uses more memory,

the limited capacity of fast memory (e.g., cache) is exhausted, forcing the program to rely on slower (main) memory,

which reduces performance. This difference in memory management is another reason for Julia’s faster execution. (2)

The computational advantages of Julia’s parallel implementation decrease as switching frequency increases, primarily

due to slow memory bottlenecks. At higher switching frequencies, the simulation generates more data than can fit into

fast memory, resulting in a reliance on slower “main” memory, which negates the parallel speedup observed at lower

frequencies, such as 30 kHz. This behavior also explains the observed performance improvement exceeding the theoretical

2× speedup between sequential and parallel Julia implementations. Within a computer’s fast memory, there are three cache

levels (L1–L3). Splitting a system of differential equations across multiple CPU cores effectively doubles the program’s

access to the L1 (primary) cache, the fastest memory level, leading to more significant speedups. One possible solution to

this issue would be to concurrently extract old data to the main memory or filesystem, freeing up cache space.

3. Multiple-PEBB-Based system simulation

3.1 Methodology

This section focuses on the performance and scalability of the multiple-PEBBs-based DC energy system, as illustrated

in Figure 3b, with the following methodology.

3.1.1Model generalization

The PEBB concept, with its fixed topology, simplifies modeling for various energy conversion scenarios by

standardizing intrinsic, control, and disturbance variables. This allows for the creation of a universal model using

state-space equations. PEBBs enable standardized power electronics hardware and their simulation through generalized

models. As a result, a foundational PEBB can be designed and implemented for universal parallel computational simulation.

This approach benefits designers by reducing design complexity, facilitating time-efficient modeling, and enabling scalable

power electronics-intensive energy systems simulation.

Power electronics circuits can be defined using differential equations derived from average modeling techniques and

abc/dq coordinate transformation. The equations can be rearranged into a standardized format represented by Equation (2)

for specific energy conversion scenarios, such as rectification and inversion. In this format, the parameters
→→→
X represent

intrinsic variables (e.g., (id, iq, vDC as AC currents in the dq domain and DC voltage for a rectifier),
→→→
u denotes disturbance

variables (e.g., (vd, vq, iDC as AC input voltages in the dq domain and DC load current for the rectifier). The matrices A

and B contain coefficients related to power stage parameters (e.g., inductance L and capacitance C) and control variables

(e.g., duty cycles dd and dq).

→̇→→
X= A•

→→→
X+B•→

→→
u (2)

3.1.2Model implementation

PEBBs, by nature, can be easily separated computationally with a partial coupling of converters through an information-

sharing channel, as seen in Figure 3b. This approach is highly scalable in both design complexity and parallel computational

viability. In this case, design complexity and computational viability refer to how easily a new PEBB adds to the simulation

and how much slowdown will occur because of this latest addition.

As mentioned, the PEBB concept is promising for creating a scalable power electronics-based architecture that lends

itself to parallel code execution. The approach for designing such a framework and scalable system for simulation is
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analogous to the design of a power electronics system. The PEBBs are considered CPU threads/cores, and the wiring or

connections between PEBBs are represented as communication channels. These virtual communication channels allow the

PEBBs to affect each other much in the same way as a physical connection. This analogy can be visualized by observing

Figure 6a as the physical model and Figure 6b as the abstracted simulation model of Figure 3b. Virtual communication

channels also allow for parallel execution, as the PEBBs no longer need to be on the same CPU thread to share information.

Consequently, as long as more CPU threads are available to add more PEBBs, the simulation will not slow down appreciably

compared to a sequential single-threaded simulation.

Figure 6. Power electronics building block configuration: (Left: a) electrical diagram (Right: b) modeling diagram with parallel computing

3.1.3Scalability design

An essential aspect of this PEBB simulation study is testing a simulation platform’s scalability. Scalability in this

context is the ability of a simulation to add more PEBBs without a noticeable increase in execution time. If a two-PEBB

simulation is conducted, this setup can give a sense of how scalable a simulation will be in real-world applications.

3.1.4Setup and measurement of execution times

To test the performance improvement when using Julia and the parallel PEBB simulation, two simulation periods,

a half-second (0.5 s) and 15-second (15.0 s) simulation span, are evaluated on all relevant models. Each model has

been run 15 times to create a representative mean execution time. Each PEBB is tested individually (labeled “Isolated”

below), tested while communicating data and running sequentially (labeled “Combine Sequential” below), and tested while

communicating data and running in parallel (labeled “Combine Parallel” below). The data are gathered for MATLAB and

Julia on every test configuration mentioned above. All other simulation and program parameters are kept constant for

the version of the simulation tested. The hardware and operating system are also kept constant. The operating system is

Windows 10 Pro, and the CPU is a 12th Gen Intel i7-12700KF. For the software, Julia version 1.6.5 and MATLAB R2021b.

One crucial constraint is imposed due to time and difficulty: no parallel implementations are created in MATLAB due

to the difficulty of creating parallel code in MATLAB compared with Julia.

Lastly, the software used to measure the execution times of all simulation models differs between MATLAB and Julia

but remains equivalent in function. For MATLAB, the built-in tic and toc functions were used within the code to measure

and record the execution time. In Julia, a macro called @btime from the software package called BenchmarkTools was

used.

3.2 Case study

This section starts with an architecture with two PEBB devices, as shown in Figure 7. One PEBB is for AC/DC

rectification conversion to form a DC link as a rectifier. The other PEBB is a conversion unit for DC/AC inversion, linking
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a permanent magnet synchronous motor (PMSM) as the AC load. Both PEBBs are designed based on the topology in

Figure 3a. In this case study, an average PEBB model is adopted.

Figure 7. Architecture of the simulation setup used for testing

Considering the PEBB topology in this case study, Equations (3) and (4) show the state space equations of the rectifier

and inverter plus PMSM, respectively. These equations are derived based on the average model of PEBB, considering the

abc/dq coordination transformation following the format expressed in Equation (2). The intrinsic variables
→→→
X include AC

currents in the dq domain, id and iq. In addition, for rectification-based PEBB, DC link voltage vDC is another intrinsic

variable, while for inversion-based PEBBs with a PMSM, one more intrinsic variable is included: the angular speed of the

rotor ω r. Regarding the disturbance variables
→→→
u , the rectifier in Equation (3) includes AC input voltages vd, vq and DC

load (i.e., the inverter in this case study) current iDC. Also, the inverter and PMSM in Equation (4), DC link voltage vDC

regulated by the rectifier and torque TL are considered.
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Terms associated with matrices A and B in Equation (2) in this case study include DC link capacitance C and AC

inductor L for rectifier; stator resistance Rs, stator inductance Ls, number of pole p, mechanical inertia Jm, friction coefficient

Bm, and permanent magnet flux φ m for the inverter with PMSM; and control parameters dd and dq. One important note

is that the information channel includes DC link voltage data vDC being passed to the inverter from the rectifier and DC

load current data iDC passed to the rectifier from the inverter. iDC is determined by Equation (5) as a function of inverter

variables in the model Equation (4).

iDC = ddid + dqiq (5)

The advanced computing platform and the programming language on which these simulations are set up also play an

essential role in performance. The role of these languages is as important as the implementation of the actual simulation.

There are many languages used to simulate power electronics-based systems. This paper selects MATLAB, a widely adopted

tool used in power electronics, as the benchmark. Julia, a lesser-known but arguably more optimized high-performance

programming language for simulation, is adopted for high-speed simulation implementation [11]. Julia has many merits

over MATLAB, but the most relevant is that Julia is a compiled language. Unlike interpreted languages like MATLAB,

compiled languages enjoy significant performance improvements “out of the box” because of underlying functional

differences. Compiled languages have a larger picture of the program, whereas interpreted languages can only make

optimization decisions line by line [12]. Furthermore, Julia is designed from the ground up for easy implementation

and optimization of HPC schemes [13]. Creating fast and optimized simulations with comparatively minimal effort is
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objectively more straightforward. Thus, this work chooses Julia as the prime candidate for designing highly optimized

FTRT simulations.

Comparing Julia to MATLAB, Julia does have some inconveniences surrounding initial development difficulty.

MATLAB has a built-in graphical user interface for designing circuit components like Simulink. Julia is lacking in this

area, as all circuits must be initially modeled as mathematical equations before being added to a simulation. However,

once these modeled circuits have been added, nothing stops a researcher from creating scalable and copied versions of said

circuit. This added inconvenience is more than made up in time saved when running the simulation. Advanced computing

techniques of this nature have been used in other areas, such as power systems, to increase simulation speed but not to this

degree of performance and not within the domain of power electronics.

The simulation of two PEBBs is implemented for a set amount of time during each run. The first PEBB is a rectifier

isolated on a single CPU thread. Alongside the rectifier, but tested separately on a single CPU thread, is the inverter with

PMSM. During the simulation, the two PEBBs send the necessary information to each other through a communication

channel at every timestep. This process is self-clocking, meaning that each PEBB will wait to receive information from the

others before continuing to ensure the accuracy of the generated data.

3.3 Results

As shown in Figure 8, Julia has a considerable performance increase due to its greater flexibility compared toMATLAB

when applying advanced computing concepts. Looking at the specific values of the 15.0 s Isolated Inverter Simulation

Span as an example, when no parallel or combined computation occurs, Julia provides up to a 20,992 (110,880.7 ms/5.3

ms in Figure 9) times speed increase. Focusing on the 15.0 s Combined Sequential simulation results, further performance

improvements of 1161 times speedup (417,470 ms/258 ms in Figure 10) are seen in the simulation created in Julia, making

it FTRT with a significant reduction in total execution time. The speedup in Julia simulation, when transitioning from

sequential to parallel, is between 1.45x to 1.57x, which leads to an average of 2540 times speedup ((417,470 ms/164 ms in

Figure 10) Combine Parallel) as compared to its baseline MATLAB/Simulink Sequential simulation. This differential in

speedup is expected to increase as more PEBBs are added to the simulation, and the sequential simulation begins to slow

down as the computational workload increases.

Figure 8. Experimental data produced by MATLAB Simulink and Julia (Isolated: single-PEBB-based converter–Combine: two-PEBB-based energy
system)

It is also worth noting that accuracy is tested between all simulation versions, and the mean error did not reach more

than 0.068 for any output variable observed. This is expected as the PEBB equations are algebraic and should not vary.

There is some variance due to design choices by MATLAB and Julia on how much precision to use when storing a variable

[14, 15].
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Figure 9. Graphical representation of Figure 7: Single PEBB

Figure 10. Graphical representation of Figure 7: Combined PEBBs

Figure 11. Scalability when increasing PEBB counts

The results in this section show a conclusive narrative that MATLAB has increasingly long wait times for intensive

power electronic system simulation. At the same time, our scalable advanced computing framework can maintain an
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FTRT simulation speed, as shown in Figure 11, with up to four PEBBs in an energy system. This fundamental difference

in capability comes from the design and setup of a scalable simulation while fully utilizing Julia’s advanced computing

features. Although the initial time needed to create a scalable simulation in Julia is more than the simple graphical interface

of MATLAB, it can be argued that with a large enough simulation, both in scope and duration, a researcher can reclaim

that lost time spent in development. It is also shown that the sequential execution of a simulation becomes slower and less

viable for rapid prototyping as it does not scale well in large systems. Parallel simulation solves this problem with ensured

scalability, in both design and computational complexity, of the simulation.

4. Conclusions

This paper has developed a fast and scalable simulation framework leveraging advanced computing techniques to

facilitate single PEBB and multi-PEBB-based energy system simulations. First, the performance of multiple simulation

models and frameworks is presented. We observed a significant reduction in execution time when switching from the

MATLAB benchmark model to the Julia model using advanced computing techniques. This improvement was evident in

scenarios usingWBG semiconductors with switching frequencies below 100 kHz. Additionally, the parallel implementation

of the Julia model further improves the execution time in high-switching frequency applications. Second, a fast and

scalable simulation framework is proposed, and its effectiveness is evaluated through a multi-threaded parallel PEBBs

implementation in Julia. The result shows accelerated computational performance in simulation with maintained accuracy

and ensured scalability. It can be concluded from the simulation results that HPC can help achieve FTRT simulation (2540x)

with a mean error of 0.068 as compared to the MATLAB benchmark. Also, the proposed multi-threaded parallel framework

can potentially increase the number of converters in a system with a limited simulation time increase, as evidenced by the

case study with an energy system consisting of four PEBBs.
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