Machine Learning and Deep Learning for Phishing Page Detection
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Abstract: The term “phishing” is often used to describe an attempt to obtain confidential data such as passwords or credit card details by impersonating a trustworthy source. In most cases, the term refers to attempts to trick users into providing sensitive information in response to a fraudulent email or web page. However, the term is also used to describe a broader category of online attacks to obtain sensitive information or to disrupt services or systems. Incorporating different machine learning and deep learning algorithms, including Support Vector Machine (SVM), Gradient Boosting Machine (GBM), and random forest, the authors of this research presented a technique for identifying phishing websites. The data sets from PhishTank and the University of New Brunswick were used to train and test the learning models. The XGboost model was able to surpass most existing techniques by achieving a maximum accuracy of 86.8%. This technique can be used in modern web browsers like Google Chrome and Mozilla Firefox to accurately detect phishing websites.
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1. Introduction

The term “phishing” is often used to describe an attempt to obtain confidential data such as passwords or credit card details by impersonating a trustworthy source. In most cases, the term refers to attempts to trick users into providing sensitive information in response to a fraudulent email or web page. However, the term is also used to describe a broader category of online attacks to obtain sensitive information or to disrupt services or systems. The most common types of phishing attacks exploit the existing trust between users and companies to trick users into providing sensitive information.

The most common form of phishing involves sending an email that appears to be from a legitimate source, like a bank or other financial institution, but which actually contains a link or disguised link that will download malware onto the victim’s computer if they follow the link or are redirected to the malware. Some phishing emails will appear to be emails that appear to be from the company the victim is trying to contact, but which actually contain phishing pages or malware. While most of us have received phishing emails at some point in our lives, many don’t realize that they are still occurring today. The goal of a phishing email is to trick you into providing your information. Often, the text of a
phishing email will mimic the language of a legitimate company or organization.

According to the study [1], women have a higher chance of being the victims of phishing attacks than men. Furthermore, individuals in the age group of 18 to 25 are more prone to phishing attacks than any other age group. Why are phishing attacks so harmful to normal people? And why are they such a problem for younger individuals? The answer to both of those questions lies in the nature of the social and technical infrastructure that we rely on for modern life. Most people experience a phishing attack only once or twice in their lives. Most people don’t think much about when they receive a phishing email. The messages appear harmless enough, and most people click through to the requested page or site without realizing they’ve been tricked. However, phishing attacks have a much broader impact than most people realize. Many people may not realize the extent to which phishing attacks are a threat to their personal and financial security, and the harm they can cause to the security of the internet as a whole. Phishing attacks are one of the most prevalent ways for cybercriminals to gain personal information and account information from victims. They are also one of the most common ways in which malicious hackers gain access to victims’ accounts. Because of their prevalence, phishing attacks have become a popular method for hackers to target large numbers of victims. However, although they have become a common occurrence, they are still capable of causing a great deal of damage.

Approximately two million phishing websites have been identified as legitimate; 11,000 of them are still accessible online, while nearly two million more have been taken offline [2]. These numbers represent only a small fraction of the total number of phishing websites, which are thought to number in the hundreds of millions. The vast majority of phishing websites are detected and taken down by security professionals, but a small number of sites continue to evade detection. This evolution of phishing has led to more sophisticated and convincing content, which has made it even harder for users to detect and avoid being tricked. They use valid domain names, convincing domain front pages, and legitimate-looking emails to lure in potential victims.

The manuscript is structured so that the first section goes over the background and significance of phishing page detection. A summary of well-known studies on the subject of phishing page detection is given in the second part, along with prospects for further study. The data set source and its attributes are briefly described in the next section. In the fourth part, examples of common machine learning implementations are shown. In the conclusion section, a summary of the study and potential prospects for phishing page identification research are given.

2. Literature review

This section gives a synopsis of previous research on phishing pages and their detection. The authors of [2] have concentrated on increasing the performance of the phishing page detection model. To improve the efficiency and accuracy of the detection model, the authors suggested a rule-based method. Numerous machine learning methods have been examined in an effort to improve detection accuracy. To identify phishing pages, the authors created an algorithm for choosing the most relevant parameters, such as the Hypertext Transfer Protocol (HTTP), Uniform Resource Locator (URL) length, the amount of dots (.) in the URL, the favicon, free hosting or inexpensive domain names, and Hypertext Markup Language (HTML) file size. They utilized a data set that included 500 authentic websites and 500 fraudulent websites. The authors accurately recognized 86.6% of the phishing pages, whereas just 13.4% of them were not.

The primary objective of [3] was to use deep learning techniques to identify phishing websites using URLs. They have created a real-time detection method using deep neural networks. The Ebbu2017 data set was utilized in the creation of a deep learning model. There were 73,575 total URLs in the sample, of which 37,175 were phishing URLs and the remainder were real URLs. One significant disadvantage of this heuristic method is that it might occasionally identify legitimate URLs as phishing URLs.

The authors of [4] developed a unique method to identify phishing websites by capturing every hyperlink on a web page using an application programming interface (API) from Google and building a parse tree out of the retrieved hyperlinks. This model may also determine whom the phishing web pages are targeting with the use of a parse tree validation mechanism. The authors utilized 1,000 genuine websites and 1,000 phishing websites for the development and testing of the model. Among the 2,000 web pages, 123 phishing pages are wrongly classified as genuine, while 143 valid pages are wrongly classified as phishing. The authors enhanced the model’s performance by including these incorrectly detected web pages as input. They attained a false positive rate of 5.20%, while the achieved false negative rate was 7.30%.
Sanglerdsinlapachai et al. [5] suggested a method for phishing domain identification in which they utilized an extra domain top-page similarity characteristic and integrated Carnegie Mellon Anti-phishing and Network Analysis Tool (CANTINA). The error rate of their approach was 7.50%. In this method, learning algorithms including Naive Bayes, Neural Network, Support Vector Machine, Random Forest, J48 Decision Tree, and AdaBoost are employed. However, the data set utilized for the initial analysis is somewhat limited, with just 200 URLs, 100 of which were phishing URLs.

In [6], the authors developed a data mining-based technique for phishing URL detection. Their MCAC approach, which stands for Multi-label Classifier-based Associative Classification, works in three separate stages. The method iterates through the training data in the first stage to find the distinctive and significant characteristics. In order to establish the classification directive, the rules are ordered in step two according to reliability, duration, and support. In the third and final stage, the rules are used to classify the URLs with greater support and reliability. Their approach was able to achieve an accuracy of over 90%.

3. Overview of the data set

The final data set was created using the concatenation of two data sets of genuine as well as phishing websites’ URLs as mentioned in Table 1 and Figure 1. The phishing URLs were gathered from a well-known data set source, PhishTank [7]. 5,000 phishing URLs were randomly taken from PhishTank and the shape of the data set was 5000 × 8. The genuine URLs were obtained from a data set at the University of New Brunswick [8]. Here, we also generated 5,000 random URLs. The data sets are then used for feature extraction.

<table>
<thead>
<tr>
<th>URL type</th>
<th>No. URLs</th>
<th>Features</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genuine</td>
<td>5,000</td>
<td>1</td>
<td>University of New Brunswick</td>
</tr>
<tr>
<td>Phishing</td>
<td>5,000</td>
<td>8</td>
<td>PhishTank</td>
</tr>
</tbody>
</table>

![Figure 1. Legitimate and phishing URL counts](image)

4. Implementation and methodology

4.1 Features extraction

After gathering the genuine and phishing data sets, feature extraction is the initial stage in our research process. After that, the features are categorized into three groups. The first of them is concerned with the URLs or address bar of a web page, including the length, domain, and number of dots (.) present in the URL. The Domain Name System (DNS) record of the web page, traffic age of the URL, and end period of the URL fall under the second group of domain-based characteristics. The last category focuses on a web page’s HTML/ Cascading Style Sheets (CSS)- and JavaScript-based
After the feature extraction was finished, the two data sets were then concatenated to produce a single data set consisting of 10,000 rows and 16 feature columns. Then, machine learning models are trained and tested using this data set, shown in Figure 2. The features of our data set are as follows:

1. **Domain of URL**: The domain of the URL doesn’t provide any useful clues as to whether the provided link is a phishing attempt or not.
2. **Internet Protocol (IP) address in URL**: A URL that has an IP address rather than a domain name may be a clear sign that it is a phishing URL.
3. **“@” symbol in URL**: The @ sign in the URL indicates that anything preceding the symbol is disregarded by the browser, and the real URL is found after the symbol.
4. **Length of URL**: There is no specific length of URL that can indicate whether the given URL is phishing or not, however, the phishers may use a long URL to hide the suspicious part of a URL.
5. **Depth of URL**: A URL’s depth may be determined by counting the number of subpages it contains. To make the user think he or she is dealing with a legitimate URL, the phishers may add a subdomain to the URL.
6. **Redirection “//” in URL**: The inclusion of “//” in the URL indicates that the user is being redirected to another website.
7. **“HTTP/HTTPS” in the domain name**: To trick the user, the phisher might include a bogus HTTP Secure (HTTPS) token in the URL.
8. **Using URL shortening services “TinyURL”**: Using a URL shortening service may significantly reduce the length of a URL, which can effectively disguise a suspicious URL.
9. **Prefix or Suffix “-” in Domain**: The phishers employ a number of strategies to alter a suspected phishing URL so that it resembles a legitimate URL. A gullible person might be duped by a genuine URL that uses a prefix or suffix.
10. **DNS record**: The URL may be a phishing site if the DNS record is missing or nonexistent.
11. **Website traffic**: Real websites receive a lot of everyday traffic from users. Phishing websites, on the other hand, have a brief existence and hence receive very little online traffic.
12. **Age of domain**: Websites with fewer than 6 months of internet presence are considered unsafe.
13. **End period of domain**: The expiration date of a domain may be estimated using the WHOIS database. If the expiration date of a domain is fewer than six months, it may be regarded as suspicious.
14. **IFrame redirection**: The HTML element IFrame is used to include another web page into the one that is now being shown. The phishers may include a phishing web page in a legitimate page.
15. **Status bar customization**: The phisher can display a bogus URL in the status bar by using JavaScript.
16. **Disabling right-click**: JavaScript can be used by the phisher to block the right-click, preventing users from viewing the website’s source code.
5. Training the machine learning models

The data set has to be preprocessed before the machine learning models can be trained and assessed. Additionally, the data set’s initial 5,000 rows contain real URLs, whereas the latter 5,000 rows contain phishing URLs. The data set is then shuffled to create a more objective detection model. Following that, the data set is divided into training and testing data sets. 80% of the data from the original data set are included in the training data set, while the remaining 20% are included in the testing data set.

5.1 XGBoost

XGBoost was designed primarily for increased computation speed and enhanced performance by leveraging gradient-boosted decision trees. Extreme Gradient Boosting, often known as XGBoost, aids in incorporating the most of hardware and memory resources for tree boosting algorithms. It may be used in computer settings and offers the advantages of algorithm improvement and model tuning. XGBoost supports the three primary gradient boosting methods: gradient boosting, normalized boosting, and stochastic boosting. It differs from other libraries because it also enables the addition and fine-tuning of regularization parameters. The technique makes the best use of memory resources while being very successful at cutting down on calculation time [9]. In our model, the XGboost algorithm was able to attain an accuracy of 86.8%, as shown in Figure 3.

![Figure 2. Flow diagram of study](image)

![Figure 3. Performance parameters for XGBoost](image)
5.2 Decision tree

Decision trees are algorithms that group occurrences according to the values of their features. A decision tree’s nodes represent features in instances that are waiting to be categorized. To divide the training data, a feature is chosen, and that feature becomes the root node. Following a similar process, the tree begins to branch out and create sub-trees until the same class subsets are established [9]. The decision tree algorithm managed to achieve an accuracy of 81.3% in our model, as shown in Figure 4.

![Figure 4. Performance parameters for decision tree](image)

5.3 Multilayer perceptrons

In place of more conventional statistical methods, multilayer perceptrons can be a useful substitute. When given fresh, untested data, it may be trained to generalize with accuracy and represent extremely nonlinear functions. Multilayer perceptrons don’t get into the data distribution with any preconceived notions. Multilayer perceptrons are supervised in their learning. An output layer comes last in a multilayer perceptron, which may also include one or more hidden layers. Each node in multilayer perceptrons is said to be completely coupled to every other node in the layer above and below [10]. In our model, the multilayer perceptron algorithm was able to attain an accuracy of 86.6% with 93.2% precision, as shown in Figure 5.

![Figure 5. Performance parameters for multilayer perceptrons](image)

5.4 K-Nearest Neighbor (KNN)

A case-based learning approach called KNN retains all of the training data for classification. Due to its sluggish learning nature, it is not suitable for many applications, including dynamic web mining for big repositories. Finding some representatives to represent the entire training data set for classification, i.e., using the training data set to create an intuitive learning model and using the resulting model for classification, is one technique to increase its efficiency. Numerous current techniques, like decision trees and neural networks, were first created to construct such a model. The performance of various algorithms is one of the evaluating criteria [11]. The KNN algorithm was able to achieve an accuracy of 82.8% in our model.

![Figure 4. Performance parameters for decision tree](image)

![Figure 5. Performance parameters for multilayer perceptrons](image)
5.5 Random forest classifier

The bagging technique is extended by the random forest algorithm, which uses both feature randomness and bagging to generate an uncorrelated forest of decision trees. Each decision tree in the ensemble that makes up the random forest method is built of a data sample taken from a training set with a replacement known as the bootstrap sample. A random forest and decision tree vary in that a decision tree takes into account all possible feature splits whereas a random forest merely chooses a portion of those features. There are three key hyperparameters for random forest algorithms that must be specified prior to training. Node size, tree count, and sampled feature count are a few of them [12]. The random forest algorithm managed to achieve an accuracy of 81.9% in our model with 97.9% precision and 0.636 recall.

5.6 Gradient Boosting Machine (GBM)

The AdaBoost algorithm should first be discussed in order to better understand the gradient boosting algorithm (GBA). The AdaBoost algorithm starts by training a decision tree with equal weights for each observation. Gradient tree boosting, gradient-enhanced regression trees, and Gradient Boosted Regression Trees (GBRT) are other names for GBM. It is intended to improve the performance of classification and regression trees, a type of classifier that does both categorization and regression at once. A GBM is a component of a homogeneous ensemble, in which a prediction model is created by combining multiple weak classifiers of the same kind (weak prediction models). Multiple models are trained gradually, additively, and sequentially using gradient boosting [13]. In our model, the GBM algorithm was able to attain an accuracy of 81.3%.
5.7 Support Vector Machine (SVM)

SVMs include a class of supervised learning methods for data classification, regression analysis, and outlier detection. SVMs have a great deal of potential in high-dimensional spaces. It is also quite effective in managing memory. Drawing a straight line between two classes is how a straightforward linear SVM classifier functions. Accordingly, the data directed on a single side of the line will all be allocated to one category, while the data points on the different sides of the line will be assigned to a different category. This implies that the number of possible lines is unlimited. Avoid over-fitting when selecting kernel functions and regularization terms, though, if the number of feature traits is significantly higher than the number of data samples [14]. The SVM algorithm managed to achieve an accuracy of 80.1% in our model.

6. Results and discussions

After thorough testing of the models using a variety of legitimate and phishing URLs, XGBoost has the greatest detection accuracy of all the models (86.0%), followed by multilayer perceptrons (85.8%). The SVM’s accuracy was the lowest at 80.1%.

Figure 8. Performance parameters for GBM

Figure 9. Performance parameters for SVM
Table 2. Results of different machine learning algorithms

<table>
<thead>
<tr>
<th>Serial no.</th>
<th>Algorithms</th>
<th>Training accuracy</th>
<th>Testing accuracy</th>
<th>Recall</th>
<th>F1 score</th>
<th>Precision</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>XGBoost</td>
<td>86.8%</td>
<td>86.0%</td>
<td>0.789</td>
<td>0.846</td>
<td>0.911</td>
<td>977</td>
</tr>
<tr>
<td>2</td>
<td>Multilayer perceptrons</td>
<td>86.6%</td>
<td>85.8%</td>
<td>0.766</td>
<td>0.84</td>
<td>0.932</td>
<td>977</td>
</tr>
<tr>
<td>3</td>
<td>KNN</td>
<td>82.8%</td>
<td>82.2%</td>
<td>0.691</td>
<td>0.791</td>
<td>0.925</td>
<td>977</td>
</tr>
<tr>
<td>4</td>
<td>Random forest</td>
<td>81.9%</td>
<td>81.6%</td>
<td>0.636</td>
<td>0.771</td>
<td>0.979</td>
<td>977</td>
</tr>
<tr>
<td>5</td>
<td>Decision tree</td>
<td>81.3%</td>
<td>81.5%</td>
<td>0.638</td>
<td>0.771</td>
<td>0.975</td>
<td>977</td>
</tr>
<tr>
<td>6</td>
<td>GBM</td>
<td>81.3%</td>
<td>81.5%</td>
<td>0.638</td>
<td>0.771</td>
<td>0.975</td>
<td>977</td>
</tr>
<tr>
<td>7</td>
<td>SVM</td>
<td>80.1%</td>
<td>80.3%</td>
<td>0.617</td>
<td>0.754</td>
<td>0.968</td>
<td>977</td>
</tr>
</tbody>
</table>

Figure 10. Performance parameters comparison of different machine learning algorithms

7. Conclusion and future scope

The first portion of the article offered an overview of well-known studies on phishing page detection. The classification and detection of phishing page URLs using machine learning and deep learning has been the main emphasis of this paper. The data sets for training and testing were acquired from PhishTank and the University of New Brunswick, respectively. The findings indicate that this method may accurately detect phishing URLs with a rate of 87.2%. The accuracy of the suggested method can be improved in the future by making use of a sizable data set and a number of additional features of websites and URLs. This technique may also be used to create a browser plugin that detects phishing URLs.
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