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Abstract: Machine learning (ML) integrated with development and operations (DevOps) is the key to solving the 
problem of deploying the latest machine learning models. This paper proposes one of the ways of integrating machine 
learning with DevOps. The need for this integration is endless as this provides seamless upgradation of the so-created 
models while also making managing and monitoring simple. The paper also provides light on practices of Continuous 
Integration/Continuous Deployment (CI/CD) and minimizing the unnecessary loss of time while training an ML model. 
The procedure followed includes CI/CD that contains jobs to train the models and to roll out the model with maximum 
performance. The main focus of this paper is the dynamic change of hyperparameters to achieve increased accuracy 
without the necessity of the physical presence of humans to change it. This research is independent of the type of 
machine learning model used and can be best followed for neural networks.

Keywords: ML, CI/CD, machine learning operations (MLOps), DevOps, automated machine learning (AutoML), neural 
networks

1. Introduction
Machine learning (ML) finds its use in almost every sector in today’s world and is recommended for improved 

performance of the company. The industry has inculcated this tech into its business logic and has almost become 
the core of many businesses that run around the world. The only drawback of ML is the huge lumps of data that are 
required to train the models. As data is the one that keeps changing, data is the one that makes models outdated [1]. 
For a successful business, it is essential to roll out the best and most advanced services, so these ML models have to 
be up-to-date with the data and deployed in the production systems. The process of deploying systems with software is 
the job of the development and operations (DevOps) teams and continuous delivery of ML models is what it takes to 
solve the problem of deploying ML models seamlessly. This process is called machine learning operations (MLOps) 
[2]. While MLOps is more inclined toward deploying the models into servers, the research focuses on improving the 
efficiency of models by dynamically changing the parameters precisely through various DevOps practices rather than 
vaguely changing the hyperparameters inside the models which can be time-consuming [3]. It is statistically observed 
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that a significant time can be saved while doing so, also solving the challenge of hyperparameter optimization in 
parallel [4]. This procedure involves training the ML models inside the docker containers and monitoring the model’s 
accuracy through a Continuous Integration/Continuous Deployment (CI/CD) tool called Jenkins. The rest of the paper 
is structured as follows: Section 2 includes the motivation whereas Section 3 discusses the procedure with subsections 
that elaborate on the exact use of each tool in the process. Finally, on a closing note, Sections 4 and 5 include the result 
analysis and conclusion respectively.

2. Literature survey 
It is a well-known fact that 90% of ML models never hit the market as the creation of these models has some 

serious drawbacks which include unpredictable results and the requirement of highly advanced computing systems to do 
the necessary calculations required [5]. While the problem of computation can be solved by Big Data tools like Hadoop, 
the problem of unpredictable results remains. The reason is that the models take days just for the training purpose and 
the wait time does not guarantee satisfactory results. This usually turns out to be a waste of time and resources for 
the company. The current situation with machine learning is that companies can’t just invest money in data scientists 
and ML engineers, which most likely results in obsolete models. In other words, only one in ten of an ML engineer’s 
workdays end up producing something useful for the company [6]. Automating this wait time process is the main point 
of concern and this automation can lead to the actual deployment of the 90% of ML models that never saw existence. 
The research papers on MLOps discuss the theoretical approach to achieving integration and mostly focus on different 
fields where MLOps can be implemented. Table 1 contains the research done in specified fields.

Table 1. Research done in specified fields

Method Advantages Disadvantages

ML – Convolutional 
Neural Networks 
(CNN) [7-10]

1. Self-organization.
2. No formal programming is required.
3. Ability to adapt and learn, fault tolerance, pattern 

recognition, intuition, prediction, and statistical pattern 
reconstruction.

1. Not recommended if precise answers are required.
2. Requires greater computational capacity.
3. Cannot justify answers and offline training is difficult and 

sometimes very tedious.

DevOps [5, 11] 1. Can be implemented by automating the performance 
testing of web servers.

2. Increased velocity of software delivery.
3. Improve the quality, collaboration, and efficiency of the 

software.

1. Requires strong communication and collaboration among 
multiple teams.

2. Integrating DevOps into an environment without 
compromising security or performance can be challenging.

3. Requires expertise in multiple tools and technologies 
whose licenses are expensive.

MLOps [2-4] 1. Kubeflow allows multi-user support to simplify 
collaboration and access management. Katib can be 
utilized for automated hyperparameter adjustment.

2. Amazon SageMaker can be connected to data sources of 
the cloud, like Amazon Simple Storage Service (Amazon 
S3); Athena and Relational Database Service (RDS) also 
allow verification of each prediction.

1. Monitoring the effectiveness of ML models and poor 
understanding of solution needs.

2. More inclination of developers towards manual testing and 
deployment of ML models.

3. Silos between the development and production teams.

3. Methodology
To train the models with multiple sets of hyperparameters automatically, a fully connected automation system 

should be in place [7]. An overview of constructing this pipeline is mentioned below.  
(i) With a docker container image created that consists of the processed data and the model, the first step is to train 

it with default hyperparameters. 
(ii) When trained, check for accuracy to find if further training is required.
(iii) After vigorous training with multiple hyperparameters, deploy the model to production if the desired accuracy 

is met.
Figure 1 gives an overview of the processes that run inside CI/CD to update the ML models.
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Figure 1. Schematic flowchart of the build pipeline

3.1 Creating a CNN model

The procedure is compatible with almost every neural network, a CNN is only considered an example. CNN 
primarily deals with the extraction of different patterns (or) features within various images for a specific task of 
image recognition [8]. The kernel (or) filter program is responsible for this process of feature extraction by screening 
the images. Hence, making CNN a better method for complex pattern and image recognition tasks [9]. A CNN 
is a combination of multiple layers that include convolutional layers, max-pooling layers, a flattened layer, and a 
fully connected feed-forward network. This architecture remains highly independent from model to model [10]. A 
convolutional layer deals with feature selection inside an image, thanks to its kernel program. The max-pooling layers 
are associated with the process of dimensionality reduction. These layers mostly go in couples and their number itself is 
a hyperparameter. The flattened layer is responsible for converting the pictorial data into 0s and 1s that can fit inside the 
fully connected network where the actual training happens [12]. One of the CNN architectures that can be used is found 
in Figure 2.
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Figure 2. The architecture of a CNN used in the prediction matic flowchart of the build pipeline
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The CNN model used here is a simple classifier that recognizes dogs and cats inside an image. This model consists 
of 2 couples of convolutional modules, a flattened layer that is connected with a neural network consisting of 4 hidden 
layers and an output layer. There are many hyperparameters in this model which include the number of convolutional 
and max-pooling layers, activation functions, optimizers, learning rate, neurons used in each hidden layer, loss function, 
and kernel size. These hyperparameters can be varied to achieve higher accuracy [13]. Approximately 8,000 images 
have been fitted in the model for the training purpose and 2,000 images to test the created model. A total of 3,359,962 
features have been found by the CNN architecture created. The architecture of the CNN model used is specified in Table 
2.

Table 2. The architecture of the CNN model used

Model: “Sequential”

Layer (type) Output shape Parameters

Conv2d (None, 62, 62, 64) 1,792

MaxPooling2d (None, 31, 31, 64) 0

Conv2d (None, 29, 29, 32) 18,464

MaxPooling2d (None, 14, 14, 32) 0

Flatten (None, 6272) 0

Dense (None, 512) 3,211,776

Dense 1 (None, 218) 111,834

Dense 2 (None, 64) 14,016

Dense 3 (None, 32) 2,080

Total parameters: 3,359,962

Trainable parameters: 3,359,962

3.2 ML inside Docker containers

Training ML models requires maximum utilization of computational resources (central processing unit, CPU and 
random-access memory, RAM) which can be done by isolating these processes. Dockers provide isolation through 
container applications. Docker is an open-source container-based platform developed to create and run applications 
directly in containerized environments. This process is done quickly and easily by the docker as their deployment time 
is minimal [14]. Due to the limitation and other resource management strategies, Docker containers use their maximum 
resources towards executing the program assigned to them [15]. The main libraries and software required to run an ML 
script inside a container are mostly Python, TensorFlow, Keras, and other modules used in the code. For the sample 
model, all the required software is inscribed in a docker image which can be accessible on Docker Hub as “yashwanth3/
ml-basic”. Upon training the created CNN model inside the containers, the model reached an accuracy of 52.43%.

3.3 Hyperparameter optimization

Automated machine learning (AutoML) is the field of study that deals with hyperparameter tuning [16]. This 
process involves the research of the best-fit set of hyperparameters for a particular ML model which can be highly tiring, 
iterative, and time-consuming. AutoML makes it easy for data scientists to create higher efficient models with minimal 
effort comparatively. Thus, the introduction of AutoML tools in a company can significantly increase the efficiency of 
the work of data scientists.
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3.4 Continuous Integration (CI) and Continuous Deployment (CD)

DevOps is the process of developing software solutions. The two main concepts of DevOps include CI and CD. 
While CI’s main aim is to bring diverse departments of information technology (IT) under a single tree, CD ensures the 
automatic deployment of software in production. CI/CD plays a major role in the complete procedure from building 
the container image to precisely training the model [11]. Several tools in the market implement CI/CD which includes 
Jenkins, CircleCI, TeamCity, Bamboo, etc.

3.5 Jenkins

First introduced in 2004 as Hudson, Jenkins is an open-source automation tool that provides an interface to 
automate almost all developmental processes of IT [17]. Jenkins gains importance mainly through its feature of 
supporting a myriad number of third-party extensions called “plugins” which are of the least importance in our 
procedure, while GitHub and Email are the only useful plugins in the process that correspondingly act as bridges in 
integrating the Source Control Management (SCM) and the mailing server. Jenkins is assigned four jobs that complete 
the process and are interconnected to trigger the next job as soon as the preceding one is successful. The functionality of 
every job is explained in detail: 

(i) Git import: The first job is triggered using the remote Uniform Resource Locator (URL) maneuver. This job 
works to clone the SCM repository into a server. This repo contains the data and the model that has to be 
trained. The data is already pre-processed using various feature engineering techniques and can be suitably fed 
to the model.

(ii) Build Dockerfile: Taking the pre-created image that has fulfilled software requirements as the base image, this 
job uploads the code and data into a container and rebuilds the image using “docker cp” and “docker commit” 
commands. The image created can start training the model as soon as the container gets launched. Also, the job 
saves the output into a file in parallel for future reference.

(iii) Parameter change: This job checks the accuracy of the model created and exits with a status code “0” if the 
desired accuracy is achieved, else it changes the hyperparameters inside the code through a file handling 
command of Linux called “sed”. To demonstrate the automatic change in the code, hyperparameters like 
epochs and kernel size are only changed. Change in these doesn’t essentially increase the accuracy but 
advanced concepts of AutoML can be implemented here to drive the model towards achieving better accuracy 
every time this job gets triggered.   

(iv) Build changed parameters: When triggered, this job builds the image which contains the changed parameters. 
After training is done, job(iii) can be retriggered if no improvement is found in the model’s accuracy, else the 
model is ready for production. To demonstrate the actual production, a mailing server can be connected to the 
pipeline that rolls out a mail to the operations team when the model is ready for real-world use.

4. Result analysis
Upon vigorous training of the model by the pipeline which took approximately 2 hours, the pipeline produced an 

improved accuracy of 67.48% for the model. It has to be noted that there is no human intervention at any stage of the 
pipeline and CI/CD alone is responsible for this automation. While accuracy depends on the set of hyperparameters 
used, my research presents a whole new way to automate the training wherein the procedures of AutoML can be 
implemented to optimize the accuracy, eliminating the unwanted wastage of time in the deployment process. As the 
model is dependent on the data and has to be updated timely, the model architecture also needs to be changed. This 
customization can be automatically done by the CI/CD pipeline to roll out the best model as and when required. 

A detailed table of updated architectures can be found in Table 3. This research is a way to showcase the 
automation that can be achieved while training complex ML models.



Research Reports on Computer Science 102 | Medisetti Yashwanth Sai Krishna, et al.

Table 3. Updated CNN architectures by the CI/CD pipeline

CNN architecture
Manual training Training in CI/CD pipeline

Architecture Accuracy Architecture Accuracy

LeNet-5 Convolutional layers: 3 64.78% Convolutional layers: 6 76.54%

Fully connected layers: 2 Fully connected layers: 3

Filter size: 5×5 Filter size: 3×3

Alexnet Convolutional layers: 5 85.67% Convolutional layers: 5 91.4%

Fully connected layers: 3 Fully connected layers: 4

Filter size: 3×3 Filter size: 2×2

VGG16 Convolutional layers: 13 71.3% Convolutional layers: 8 76.45%

Fully connected layers: 3 Fully connected layers: 5

Filter size: 3×3 Filter size: 3×3

5. Conclusion 
Comparing the customized architectures created by the pipeline to the standard ones, an increase of 11.76%, 

5.73%, and 5.15% in accuracy can be found in LeNet‐5, Alexnet, and VGG16 architectures respectively. The power 
to seamlessly deliver machine learning software is possessed by MLOps and is rapidly becoming a requirement for 
companies that implement ML in their business. The paper discusses only the incremental procedures of precision 
while feature engineering and feed forwarding techniques can be applied to the pipeline to make it a complete end-to-
end automated MLOps pipeline that can be enterprise-ready. The research aims to save time for data scientists and ML 
engineers who can think of innovative ideas and research while their ML models keep updating to become better. This 
practice also leads to fruitful utilization of the company’s resources when implemented effectively thus giving time for 
the analysts to focus on the business rather than being bothered about uncertain results of the technology. Furthermore, 
the academic space has focused vigorously on ML model building but too little on operating complex ML systems in 
real-world scenarios which include monitoring, upgrading, and managing the ML models. As companies compete in 
rolling out the latest applications, this research especially focuses on saving time while deploying ML models.
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